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S1 Data Description

This work is based on the analysis and modelling of two datasets of individual careers: one obtained from APS data, the other using a combination of Google Scholar and Web of Science data. The empirical findings and model predictions are qualitatively similar for all datasets. The results showed in the manuscript refer to the first dataset, while we report in dedicated sections of this Supplementary Materials the results for the second dataset.

S1.1 APS data

The dataset provided by the American Physical Society (APS) (46) consists of all the papers published in Physical Review, spanning across 9 different journals: Physical Review A, B, C, D, E, I, L, ST and Review of Modern Physics, from 1893 to 2010, amounting to over 450,000 publications. For each paper the data set includes title, date of publication (day, month, year), names and affiliations of every author, and a list of the previous Physical Review papers cited. Since the datasets contains only citations between Physical Review papers, a paper’s number of citations in this dataset is deflated in respect to the number reported in other databases, like Web of Science or Google Scholar.

Of all the publications, we consider only those for which: (i) there is no ambiguity between an author and his/her affiliation (an ambiguity is present when more than one author and more than one affiliation are given without any link between them); (ii) there are no more than 10 different authors. Criterion (i) is necessary to associate at least one affiliation to each author, which is a crucial step for the author name disambiguation (see section S1.1); criterion (ii) is necessary to identify those publications where each author can be considered to have a substantial contribution. The threshold of 10 authors has been chosen after the inspection of the distribution of number of authors per paper (Fig. S1). The probability density function can be approximated by a power-law, in line with previous studies (47). We observe a deviation from the power-law for papers containing more than 10 authors, suggesting different retribution characterizing these large collaborations (31, 48-50). The application of criteria (i) and (ii) gives us a final set of 425,369 publications.

Author name disambiguation in the APS data

The APS does not maintain unique author identifiers. Therefore, to associate a scientist to all his/her publications we need to infer first each author’s actual identity. Attributing to just one scientist all publications reporting the same author name is not a valid approach. Indeed, two distinct authors may have the same full name, or the same initials and same last name; also, it happens that the same author may have slightly different names in different publications, since information about first names and middle names is sometimes incomplete or missing.

To this end, we conducted a comprehensive disambiguation process, and we describe below a hierarchical disambiguation procedure that overcomes these problems and infers actual
author identity based not only on the author name, but also on the metadata available for each publication (47). First, we consider each author of each publication to be a unique one, resulting in 1.2 millions authors (number of papers times average number of authors per paper). The intuition behind the disambiguation process is to reduce this number by merging authors iteratively, based on a list of criteria. That is, for two publications that were thought to belong to two distinct authors, we iteratively merge them if they are likely to have been authored by the same individual. Two authors are considered to be the same individual if all of the following three conditions are fulfilled:

1. Last names of the two authors are identical;
2. Initials of the first names and, when available, given names are the same. If the full first names and given names are present for both authors, they have to be identical;
3. One of the following is true:
   - The two authors cited each other at least once;
   - The two authors share at least one co-author;
   - The two authors share at least one similar affiliations (measured by cosine similarity and tf-idf metrics) (51).

The process stops when there is no pair of authors to merge. By applying this disambiguation procedure, we end up with a total of 236,884 authors, corresponding to a 80% decrease in the number of author names.

**Accuracy of the disambiguation algorithm for the APS data**

To evaluate the accuracy of our algorithm to disambiguate author names (47), we selected 200 pairs of papers that our algorithm predicted to have been written by the same author, and 200 pairs for which the authors are predicted to be distinct individuals. We then determined how many times the pairs correspond to the same individual or not, by searching manually the authors homepage, scholar profile if any, looking at coauthors, affiliation, topic, etc. Out of these 400 pairs, we find the false positive rate (i.e. fraction of times the procedure indicates the pair of publications belonging to the same person, while they do not) to be 2% and a false negative rate (i.e. fraction of times that the same individual is considered to be two distinct persons) of 12%.

The error rate is likely to be smaller in the subset of authors we explored in this work. Indeed, we consider only authors that have a sufficiently long career, who started around the same period of time and published regularly. We are thus focusing by default on authors for which we have systematic and reliable data, improving, as a consequence, the disambiguation process.
The errors induced by disambiguation are not uniformly distributed among scientists. Indeed, as pointed out in previous research (52–54), asian names are the most difficult to disambiguate. Indeed, we examined 500 random pairs of papers from our subset and found that about 90% of manually detected errors are related to Asian names. Therefore, we repeated our analysis by removing from the studied subset all authors with one of the top 60 most common Chinese or Korean last names, as listed in wikipedia (55, 56), resulting in 58 careers in total. Removing these examples leads to a further improved disambiguated subset of authors. The analysis performed on this new subset is equivalent to the one reported in the manuscript (see Figs. S2), indicating that our results are robust to the unavoidable small errors induced by disambiguation.

S1.2 Web of Science and Google Scholar data

The APS dataset is highly longitudinal, with complete information about american physicists’ publications for over a century. However, it pertains to only one discipline, physics, and only one family of journals, the Physical Review corpus. For this reason we have availed ourselves of Web of Science (WoS) publications and citations to extend our analysis to other disciplines, which we have disambiguated through a number of Google Scholar (GS) profiles data. While automatic name disambiguation in large-scale scholarly datasets remains an unsolved challenge, GS rolled out a scholar profile service, allowing individual scientists to set up, organize and maintain their own publication histories, assisted by Google’s algorithmic classification. Hence the GS profiles offer two levels of assurance, making it probably the best disambiguated dataset we can obtain for individual scholars. At the first level, it employs the name disambiguation algorithm developed by the GS team. While the specifics of the algorithms are not available, it is reasonable to assume that Google’s algorithms are on par, if not far better than prevailing methods developed by independent academic groups, especially given the open-sourced nature of these academic tools. At the second level, it offers a convenient user interface for individuals to create and maintain their own profiles, hence crowdsourcing the disambiguation effort to ensure the accuracy. This effort also creates a positive feedback loop: as individuals include or exclude publications from their profiles, they effectively help train the model to improve the precision of all other profiles, especially those maintained with less care. Therefore, Google Scholar data offers comprehensive disambiguated individual publication records for a broad range of disciplines.

To this end, we crawled more than 180,000 public profiles from GS. Each profile contains the name of a scientist, a set of keywords identifying his/her research as chosen by the scientist, and the list of his/her publications. Among a scientist’s keywords we do not always find the discipline a scientist belongs to. For example, a scientist working in physics might list terms like “neutrinos” or ”elementary particles”, but not “physics”. To identify their discipline, we compile a list of keywords that co-occur in a statistical significant way with the keywords of each discipline. For the six most represented discipline keywords, that is cognitive sciences, chemistry, ecology, economics, biology and neuroscience, we select all profiles that list either
the discipline or one of the statical significant co-occurring keywords. This way we obtained 25,000 profiles in total for the six disciplines.

We then tried to match each publication in each profile with the corresponding one in the WoS database. To do this, we consider a subset of all WoS publications having an author with the same last name as in the GS profile at hand, and calculate the levenshtein distance (57) between the title of each GS publication and the publications in the WoS subset. We then consider for the scientist’s profile the WoS publication with the lowest levenshtein distance (most similar titles) below the threshold value 0.1. If no publication title in the WoS subset has a distance below 0.1, the GS publication is unmatched. We find a WoS match for more than 35% of GS sample. The remainder 65% unmatched publications are due to differences between Google’s indexing process and the indexing of Web of Science (Google Scholar lists documents regardless if they are published or not). To check that the high number of unmatched google scholar entries are not due to a wrong matching procedure, we manually checked 200 random unmatched publications, finding that 98% of them are preprints (e.g. arXiv), conference abstracts (e.g. bulletin of the APS), publications in journals or proceedings not indexed by Web of Science, like theses. The remaining 2% unmatched papers are due to changes in the titles that make the algorithm unable to find the right Web of Science database entry.

Finally, we use the citation data from Web of Science, to associate to each matched publication its impact $c_{10}$. With this methodology we take advantage of both the disambiguation accuracy by Google Scholar and citation indexing accuracy of the Web of Science.

### S1.3 Dataset selection

To eliminate authors that leave research at an early stage of their career, in the paper we limit our analysis to scientists that (i) have authored at least one paper every 5 years, (ii) have published at least 10 papers, (iii) their publication career spans at least 20 years in the APS dataset and at least 10 years in the WoS dataset (58, 59), arriving to 2,887 scientists in the APS dataset, and 7,630 in the WoS dataset, with persistent publication record. In the following sections, we show that the results of our analysis do not change if different selection criteria or modified filters are used to select the subset of scientists.

Citation-based measures of impact are affected by two major problems: (1) citations follow different dynamics for different papers (6, 45) and (2) the average number of citations changes over time (60). To overcome (1) for each paper we use the cumulative number of citations the paper received 10 years after its publication, $c_{10}$, as a measure of its scientific impact (6, 45, 61). We can correct for (2) by normalizing $c_{10}$ by the average $c_{10}$ of papers published in the same year, but this correction does not alter our conclusions (see S1.6), hence we report in the paper results about the APS data without normalization.

To calculate $c_{10}$ we limit the study to publications published up to 2000 for the APS dataset and up to 2002 for the WoS. This requisite together with (iii) implies that the studied scientists started their career in 1980 or before for the APS dataset, or in 1992 or before for the WoS dataset.
**S1.4 Choosing different subsets of scientists in the APS dataset**

In the main paper, we select APS authors with a long career in science and sustained productivity. More specifically, we restrict our analysis to authors that have *(i)* at least 20 years of career, *(ii)* have at least 10 papers, and *(iii)* have authored at least one paper every 5 years. We expand here our analysis to subsets of APS authors who started their career in different decades and with different career length, showing that our results are valid also for different samples.

**Different career length.** To ensure that our results are not biased by the specific restrictions on scientific career length, we select three groups of scientists with different career length, that is those that published at least for 5, 10 and 20 years. Note that the restriction on having scientists with at least 5 years career also eliminates most scientists, leaving us with 19,000 individual out of the unique $\sim 230,000$ authors of the dataset. Indeed, individuals with a career of less than 5 years represents the 82% of the population, while individuals with more than 20 years of career represent the top 5% of highest career longevity scientists.

**Different decades.** From the subset of scientists with at least a 10-years long career, we construct four distinct groups: *(i)* individuals who started their career in between 1950 and 1959 (732 scientists), *(ii)* in between 1960 and 1969 (1,766 scientists), *(iii)* in between 1970 and 1979 (2,666 scientists), and finally *(iv)* in between 1980 and 1989 (3,953 scientists).

**Physical Review B dataset** Throughout a career, a scientist can publish in different subfields, which might have different typical impact. For this reason, $Q$ might be influenced by a scientist’s choice of a sub-area. However, a thorough study of this hypothesis presents several technical difficulties: *(i)* detecting fields and understanding their dynamics remains an open research question, since the use of classification scheme like PACS numbers have been shown to be unable to capture emerging ‘hot’ subfields; *(ii)* a methodology would be needed to associate an author to just one research sub-field, also accounting for the dynamics of the subfields throughout a career. These technical but crucial aspects, as well as the investigation of all possible scenarios that can arise from a sub-field analysis would require considerable investigation.

However, to probe if subfields dynamics alters our results, we can do a robustness check and consider only papers published in one of the APS journals, namely Physical Review B (PRB), focusing on condensed matter and material physics. The careers reconstructed with this subset of papers are less subjected to subfield changes, since the scope of the PRB is narrower than the entire family of APS journals and can be used as a proxy of subfield. We repeated our key measurements and analysis on the subset of these careers (Fig. S38), and found no qualitative difference with our previous results, indicating that core findings are likely not the artifact of mixing together subfields with different typical impact. However, we do understand that this robustness check does not shed light in the relation between the $Q$ parameter and the change of research subjects throughout a career.
S1.5 Equivalence of APS and WoS data to study physicists

The APS dataset, as provided by the American Physical Society, contains only citations between papers published in the Physical Review journal. That is, if an APS paper is cited by a non-APS paper, this citation will not appear in the dataset. Hence, the number of citations for Physical Review papers is underestimated in the APS dataset. To check whether this could affect our results, we have constructed a dataset where we consider the same scientists and their publication record as described in S1.3, but we quantify paper impact by using citation data from the WoS database. To do this, first we had to find the APS papers in the WoS database through either their DOI, when present or through their title. We succeeded to match publications between APS and WoS in 87% of the cases. We then repeated our key measurements on this new dataset, and found no qualitative differences (Fig. S39). However, the parameters of the $Q$-model change, since the number of citations $c_{10}$ of papers is systematically larger.

S1.6 Publication impact

Rescaled number of citations. To approximate the scientific impact of each paper, we calculate the number of citations the paper received after 10 years, $c_{10}$, and we use it as a proxy of publication impact in results reported in the main text. Previous studies (24, 64, 65) have shown that the average number of citations per paper changes over time. Indeed for the APS dataset the average number of citations $c_{10}$ fluctuates, while for the WoS dataset it steadily grows (Fig. S3). To be able to compare the impact of papers published at different times and to make sure our results are not affected by this temporal effect, we use a rescaled measure (24, 60, 66), $\tilde{c}_{10}^i$, to gauge the impact of paper $i$ given its publication date $d$:

$$\tilde{c}_{10}^i = 10 \cdot \frac{c_{10}^i}{\langle c_{10} \rangle_{\delta d}}$$  \hspace{1cm} (S1)$$

where $\langle c_{10} \rangle$ is the average $c_{10}$ calculated over all publications published in the time window $[d - \delta d/2, d + \delta d/2]$. Here we use $\delta d = 1$ year. We find the results of the APS dataset are consistent with the ones based on the raw number of citations $c_{10}$ reported in the main text (Fig. S37). As we find that the rescaling correction does not alter our conclusions, we report in the paper results without normalization, since the raw $c_{10}$ can be better interpreted. For the WoS dataset, we use only the rescaled dataset, since the documented steady growth of the average number of citations can slightly bias the results.

Ranking of papers. The rank of paper in a time window can be used as an alternative proxy of impact. We test that the choice of this measure in the APS dataset to gauge that the specific choice for a paper’s impact does not effect our results. We associate each paper with an impact $r$ based on its $c_{10}$-rank among all the papers published in the same $\delta t$ window. A paper with $r = 100$ has the highest $c_{10}$ among all papers published in $\delta t$, while a paper with, say, $r = 60$ is ranked at the top 40%. We then repeated our measurements and found that our empirical
findings and the resulting random impact rule holds if we convert the impact of each paper \( c_{10} \) into rank in a \( \delta t = 1 \) year window (Fig. S20 and \( \delta t = 5 \) years window Fig. S21). This result confirms that a scientist’s highest impact paper is random in a scientist’s career, even when its impact is quantified in terms of rank.

**S1.7 Excluding review papers**

Review papers follow different statistics (24, 62, 63) and could in principle bias our results. For this reason we have repeated our analysis in the APS dataset removing all papers published in Review of Modern Physics, the journal in the APS group containing all review papers (5,123 papers removed). Our results remain unchanged (Fig. S36). Our findings are not altered for two reasons: (i) Review papers are only a small fraction of all papers in the dataset (less than 5%); (ii) Remarkably, they do not change the distribution of highest impact paper \( c_{10}^* \), as shown in Fig. S4. This means that although review papers have a higher average number of citations, they play only a limited role in determining the \( Q \) of the individual careers.

**S2 Impact patterns preceding and following the highest impact paper**

**S2.1 Smoothing techniques**

The scientists’ careers, are represented as time series (Fig. 1A), where each data point corresponds to a publication and the intensity is characterized by its impact. To detect trends before and after the \( c_{10}^* \) peak, we apply two standard techniques to these time series (67). The first technique is moving average, which provides a series of averages over different windows of the original time series. Given a series of numbers and a fixed window of size \( L \), the first element of the moving average is obtained by taking the average of the initial \( L \) numbers in the series. Then the window is modified by “shifting it forward”, that is, excluding the first number of the series and including the next number following the original subset in the series. This process is repeated over the entire time series, finally providing a new time series made of all averages, where short-term fluctuations are smoothed out. The second technique used is a record series. Similar to the moving average, it produces a new time series by rolling a window \( L \) on the original data. The difference between this method and moving average is that the maximum value of the \( L \) numbers is considered in this case.

We apply both techniques using different values of \( L \) (\( L = 1, 2, 5, 10, 20 \)) to all points but \( c_{10}^* \) of individual time series. For each resulting set of time series, we consider the average \( \langle c_{10} \rangle \) before and after \( t^* \), time of the highest impact paper, for individuals having similar \( c_{10}^* \) (Fig. S6). We consider three groups of scientists, segmenting them into low, middle and high impact groups based on \( c_{10}^* \). For each group, we first compute the average \( c_{10}^* \). We then compute the average value of the points immediately preceding \( c_{10}^* \), the average value of the second points
preceding \( c_{10}^* \), etc., as well as the average value of the first points following \( c_{10}^* \), the average value of the second points following \( c_{10}^* \), and so on. We find the results in Fig. 2B are robust against the choice of \( L \), and we chose \( L = 10 \) to compute Fig. 2B.

S2.2 Detection of trends preceding and following the highest impact paper

The observed plateaus before and after the highest impact paper in Fig. S6 can be the result of different trends in individual careers that cancel out when computing the average. To test this hypothesis we analyze the individual trend before and after \( c_{10}^* \). For each scientist \( i \), we fit the paper impact \( c_{10} \) over time before \( t^* \) with the function:

\[
 c_{10}^i(t)_{t<t^*} \sim \beta_i t 
\]  

(S2)

Similarly, we fit the trend after \( t^* \) with the function:

\[
 c_{10}^i(t)_{t>t^*} \sim \alpha_i t 
\]  

(S3)

An overall increase in the impact of papers before the highest impact paper corresponds to a positive \( \beta \), while a negative \( \alpha \) indicates a decay in the impact after the highest impact paper. The fit is performed by using a least square method on the time series smoothed with a moving average with \( L = 10 \); The resulting distributions of \( \beta \) and \( \alpha \) (\( P(\beta) \) and \( P(\alpha) \)), illustrate the variabilities in slopes across the entire data set (Fig S7A-B). The average of \( P(\beta) \) is \( \langle \beta \rangle = 0.11 \) and the distribution is approximately symmetric around the peak. The average of \( P(\alpha) \), \( \langle \alpha \rangle = 0.07 \) and the distribution is shifted towards the left, indicating that for a large fraction of scientists \( \alpha \) is negative. However, to see whether these trends are induced by the highest impact paper, we repeat the measurements of \( \alpha \) and \( \beta \) on randomized careers, where we shuffle the impact of every paper within a scientist’s career but preserve the time of each publication and \( c_{10}^* \), the impact of the highest impact paper. We find that the distributions of trends preceding and following the highest impact paper are similar, as confirmed by Mann-Whitney U tests (with \( p \)-value \( p = 0.15 \) and \( p = 0.34 \) for \( P(\beta) \) and \( P(\alpha) \) respectively). We also investigate whether researchers with different \( c_{10}^* \) exhibit different trends. To this end, we measure \( \langle \alpha \rangle \) and \( \langle \beta \rangle \) as a function of \( c_{10}^* \) (Fig. S7C-D), and find that there are not significant variations between scientist with different \( c_{10}^* \). Taken together, Fig. S7 indicates that the observed trends preceding and following the highest impact paper are not different from those of randomized careers, further supporting our conclusion that random is impact within a scientific career, even before and after the highest impact paper.
S3 Random Impact rule

S3.1 Career patterns and the random impact rule in the literature

The association between a person’s age and exceptional accomplishment is a question that has for centuries fascinated many researchers, dating back to at least 1874 when Beard presented the relation of work to age and estimated that peak performance in science and creative arts typically occurred between the ages of 35 and 40 (68). Throughout all relevant studies, no matter what domain we focus on and how we define achievement, the probability to succeed is a curvilinear, single-peak function of age (21, 69–73), documenting the existence of a peak age of a career. While the precise location of peak age can shift over time (16, 74), differ across individuals (75) and change across disciplines (20, 72, 76, 77), one remarkably robust pattern is that there is always a peak age and it always occurs around the 30s to 40s in a lifecycle. Indeed, the lifecycle of a career is characterized by the rarity of contributions at the beginning of life and a gradual decline in mid to late life cycle. The absence of output in early age is primarily driven by schooling and training (73, 74). That is, if one wants to stand on the shoulders of giants, one must first climb their backs innovating in a meaningful manner. The decline in the frequency of great scientific breakthroughs in mid to late life cycle can be attributed to many factors, such as the obsolescence of skill, degradation in health that limits productivity, increasing preferences towards retirement, family responsibilities, demanding administrative duties, and more. Yet, surprisingly or not, although very plausible, none of these studies have tested changes in productivity as an underlying explanation of when outstanding achievements occurs in a scientific career.

S3.2 Random impact rule in the WoS dataset

Our findings about the random impact rule, described in the main paper, are also generalizable to disciplines other than physics. The results of our empirical analysis for the six additional disciplines of the WoS dataset are reported in Figs. S23-S22. We find that the random impact rule is universal, being robust across all the studied disciplines.

S3.3 Random impact rule for different subsets of APS scientists

We have studied the random impact rule in the datasets described in S1.4. Our empirical findings hold across different career lengths (Figs. S13, S14) and for scientists that start their career in different decades (Figs. S15, S16) indicating that our restrictions to the subset do not bias our results. Note that the specific shape of the timing of the highest impact paper, \( P(t^*) \), changes over different career length or decades. However, what does not change is the lack of differences between the measurement in the original and in the randomized data, which confirms that the random impact rule is a characteristic of scientific careers, regardless of their length or of their starting time.
S3.4 Impact autocorrelation

To provide further evidence that impact is random within a scientific career, we measure the autocorrelation function of the impact of a scientist’s sequence of papers. Given a sequence of \( N \) papers for a scientist, we measure:

\[
\rho(\tau) = \frac{\langle c_{10}(n)c_{10}(n+\tau) \rangle - \langle c_{10}\rangle^2}{\sigma^2}
\] (S4)

where \( n \) is the position of the paper in the sequence, \( \tau \) is the position difference of two papers in the sequence, \( \sigma^2 \) is the variance of the distribution of \( c_{10} \), and the average \( \langle \cdot \rangle \) is performed by rolling a window of size \( \tau \) over the scientist’s sequence of publication. For example, two consecutive papers have \( \tau = 1 \), and there are \( N - 1 \) pairs of papers with \( \tau = 1 \) in a sequence of \( N \) publications, while the first and the last paper in a sequence are the only pair of papers for which \( \tau = N - 1 \). In a random process, the autocorrelation function is zero for any \( \tau \neq 0 \).

We report the autocorrelation function \( \rho \) as a function of the lag \( \tau \) in Fig. S25 and Fig. S26 for the APS dataset and WoS dataset, respectively. The extremely small values of autocorrelation \( \|\rho(\tau)\| < 0.05, \forall \tau \) indicate that close papers in a scientist’s sequence of publication do not have similar impact, further supporting the random impact rule.

S4 Models

S4.1 Fitting the impact distribution \( P(c_{10}) \)

Two family of models have been widely proposed for citation distributions: power-law (61, 78) and lognormal (24, 62, 82). If the variable \( c_{10} \) follows a lognormal distribution, then \( P(c_{10}) \) is written as

\[
P(c_{10}) = \frac{1}{c_{10}\sqrt{2\pi\sigma}} e^{-\frac{(\log c_{10} - \mu)^2}{2\sigma^2}}
\] (S5)

where \( \mu \) and \( \sigma \) are the two parameters of the distribution. If instead the variable \( c_{10} \) is distributed according to a power-law, then

\[
P(c_{10}) = \frac{\gamma - 1}{(c_{10,\text{min}})^{1-\gamma}} c_{10}^{\gamma - 1}
\] (S6)

where \( \gamma \) is the parameter of the distribution and \( c_{10,\text{min}} \) is the lower bound for the power-law behaviour. Here we want to compare these two models to see which one is the better fit for the empirical distribution \( P(c_{10}) \) found in our data. To do this, we first estimate with a maximum likelihood approach the parameters \( \mu \) and \( \sigma \) of the lognormal model (80), and \( \gamma \) and \( c_{10,\text{min}} \) of the power-law model (81) that best fit our data. We then compare the two by calculating their p-value using a Kolmogorov-Smirnov statistics approach, as described in (81). We find that \( \mu = 1.93 \) and \( \sigma = 1.05 \), while \( \gamma = 3.13 \) and \( c_{10,\text{min}} = 49 \). Using these parameters, we can
generate two different kinds of synthetic data and see which one represents a better fit of the empirical data. By doing this, we can rule out the power-law model in favour of the lognormal model (see also Fig. S27).

S4.2 R-model and its predictions

The Random Impact Model (R-model) assumes that each scientist publishes a sequence of $N$ papers whose impact is randomly chosen from the same impact distribution $P(c_{10})$. We do not assume any model for the productivity, rather we use the observed productivity distribution $P(N)$. For any non-singular function $P(c_{10})$, a productive scientist has a higher probability to score a high $c^*_{10}$, as it has more chances to draw a large $c_{10}$. To quantify this, we calculate the expectation value of the largest $c_{10}$, $\langle c^*_{10} \rangle$, as a function of the number of publications $N$. The value $c^*_{10}$ is the largest one if there are no others greater than it. The probability for there to be no value larger than $c^*_{10}$ is given by the cumulative distribution function $\int_{0}^{c^*_{10}} P(c'_{10})dc'_{10}$. Since a scientist has $N$ publications in total, all the other $(N - 1)$ need to be smaller than $c^*_{10}$, the probability of this event being $\left(\int_{0}^{c^*_{10}} P(c'_{10})dc'_{10}\right)^{N-1}$. Since there are $N$ possibilities to extract $c^*_{10}$, each with probability $P(c^*_{10})$, the overall probability $\pi(c^*_{10})$ that $c^*_{10}$ is the largest value is

$$\pi(c^*_{10}) = NP(c^*_{10}) \left[\int_{0}^{c^*_{10}} P(c'_{10})dc'_{10}\right]^{(N-1)} \tag{S7}$$

Finally, the expected value of $c^*_{10}$ is then:

$$\langle c^*_{10} \rangle (N) = \int_{0}^{\infty} c^*_{10} \pi(c^*_{10})dc^*_{10}. \tag{S8}$$

Identical arguments hold to calculate $\langle \log c^*_{10} \rangle (N)$, where it is sufficient to substitute $P(c_{10})$ with $P(\log c_{10})$. In our case, $P(c_{10})$ is a lognormal function (see S4.1 and Fig. 2A), or equivalently, $P(\log c_{10})$ is a normal distribution. Unfortunately, no explicit form is known to express the cumulative distribution $\int_{c^*_{10}}^{\infty} P(c'_{10})dc'_{10}$ and, consequently, the expected largest value $\langle c^*_{10} \rangle$ \footnote{An approximate solution can be obtained for large $N$ by using the Fisher-Tippet-Gnedenko theorem. However, since in our dataset many scientists have productivity $N < 100$, this asymptotic solution is inadequate to capture the behavior of $c^*_{10} (N)$.} (82). However, (S8) can be easily solved numerically, and it is reported in Fig. 2C. We find that R-model prediction offers a poor description of the data.

We are also interested to know how the magnitude of the highest impact publication $c^*_{10}$ scales with the average impact calculated over all other publications, $\langle c^-_{10} \rangle$. The average $\langle c^-_{10} \rangle$ of $N$ numbers extracted from a distribution $P(c_{10})$ is defined as

$$\langle c^-_{10} \rangle = \frac{\int_{0}^{c^*_{10}} c_{10} P(c_{10}) dc_{10}}{\int_{0}^{c^*_{10}} P(c_{10}) dc_{10}} \tag{S9}$$
As before, the scaling of $\langle \log c_{10}^{-*} \rangle$ with $\log c_{10}^{-*} \times 10$ can be calculated by substituting $P(c_{10})$ with $P(\log c_{10})$. Eq. (S9) can be solved numerically, and gives a monotonic relation between $\langle c_{10}^{-*} \rangle$ and $\langle c_{10}^{+} \rangle$. Because of the log-normal nature of $P(c_{10})$, for high $N$ the first moment $\langle c_{10} \rangle$ of the distribution converges, while its maximum expected value, which determines $c_{10}^{+}$, continues to increase with $N$. This behavior is evident in Fig. 3D. Hence beyond $\langle c_{10}^{-*} \rangle \sim 1.97$ the $R$-model cannot discriminate between high impact scientists.

S4.3 The $Q$-model

A lognormal distribution is often a signature of a multiplicative process (83,84). For this reason, we write the impact $c_{10}$, which is log-normal distributed (Fig. 2A), as the product of two terms, the $Q$ parameter and paper potential impact. More specifically, the impact $c_{10,i,\alpha}$ of paper $\alpha$ published by scientist $i$ is

$$c_{10,i,\alpha} = Q_i p_\alpha, \quad (S10)$$

where $p_\alpha$ encodes the potential impact of paper $\alpha$, while $Q_i$ is an individual parameter for scientist $i$. We assume that $p_\alpha$ is drawn from a distribution $P(p)$ that, as shown below, turns to be the same for all scientists and captures comparable access to ideas and resources. The parameter $Q_i$ captures the ability of scientist $i$ to take advantage of the available information, enhancing (or diminishing) the impact of paper $\alpha$. $Q_i$ is considered to be constant throughout a scientist’s career. The resulting $Q$-model assumes that each scientist selects a project $p_\alpha$ from a distribution $P(p)$ that is the same for all scientists, and improves on it with a factor $Q_i$ that is unique to the scientist, resulting in a paper of impact (S10).

The stochastic process behind the $Q$-model is determined by the joint probability $P(p, Q, N)$, which in general contains all pairwise correlations between the variables $p$, $Q$ and $N$. The log-normal nature of $P(c_{10})$ (Fig. 2A) allows us to measure $P(p)$. Indeed, from (S10) for each paper $\alpha$ of scientist $i$ we have $\log p_\alpha = \log c_{10,i,\alpha} - \log Q_i$. Since we make the hypothesis that $Q_i$ is constant throughout the entire career of a scientist (which we confirm later), $Q$ can be estimated by averaging over all publications of the scientist, obtaining $\log Q_i = \langle \log c_{i,10} \rangle - \mu_p$, where we assumed the average potential impact of the $i$' publications to be equal to the mean of $P(\hat{p})$, $\langle \hat{p} \rangle = \mu_p$. We can then look at the distribution of $\log c_{10,i,\alpha} - \langle \log c_{i,10} \rangle$ across all publications of all scientists as a proxy of the distribution of $\log p$ (see Fig. 2F). The distribution has average zero, as in the expression of $Q_i$ we disregard the common translational factor $\mu_p$, which we cannot estimate at this point. Nevertheless, the measurement of this distribution allows us to assume correctly that the distribution of $P(p)$ is lognormal. Since we can measure directly the productivity distribution $P(N)$ and find that it follows also a lognormal, we assume that $P(p, Q, N) = \log N(\mu, \Sigma)$ is overall a trivariate lognormal distribution with mean $\mu$ and co-variance matrix $\Sigma$. 
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S4.4 Maximum-Likelihood estimation of the $Q$-model parameters

We estimate the parameters $\mu$ and $\Sigma$ of the trivariate lognormal distribution $P(p, Q, N)$ from the data by using a maximum-likelihood approach. A trivariate lognormal distribution is a trivariate normal distribution of the logarithms of its variables (85). Since in the usual parameterization of a lognormal $\mu$ and $\Sigma$ indicate the average vector and the co-variance matrix of the logarithms of the variables, estimating these parameters is equivalent to the parameters estimation for the corresponding trivariate normal distribution. For convenience, we work with the logarithm of the variables, denoted with $\hat{p} = \log p$, $\hat{Q} = \log Q$ and $\hat{N} = \log N$. We have then

$$P(\hat{p}, \hat{Q}, \hat{N}) = \frac{1}{\sqrt{(2\pi)^3}} \exp - \frac{1}{2} (X - \mu)^T \Sigma^{-1} (X - \mu). \quad (S11)$$

where $X$ and $\mu$ are vectors of three elements, namely $X = (\hat{p}, \hat{Q}, \hat{N})$ and $\mu = (\mu_p, \mu_Q, \mu_N)$, while $\Sigma$ is a $3 \times 3$ matrix,

$$\Sigma \equiv \begin{pmatrix} \sigma_p^2 & \sigma_{p,Q} & \sigma_{p,N} \\ \sigma_{p,Q} & \sigma_Q^2 & \sigma_{Q,N} \\ \sigma_{p,N} & \sigma_{Q,N} & \sigma_N^2 \end{pmatrix}, \quad (S12)$$

which contains the variances $\sigma_p^2$, $\sigma_Q^2$ and $\sigma_N^2$ of the three marginal distributions $P(p)$, $P(Q)$, $P(N)$ respectively, and all the mixed terms $\sigma_{p,Q}$, $\sigma_{p,N}$ and $\sigma_{Q,N}$. $\Sigma$ is a symmetric positive definite matrix.

Given a scientist $i$, the joint probability that s/he has a productivity $\hat{N}_i$, individual parameter $\hat{Q}_i$ and a paper $\alpha$ with impact $c_{i\alpha}$, we can rewrite the joint probability function (S11) without the dependence on $\hat{p}$ as

$$P(\log c_{i\alpha} - \hat{Q}_i, \hat{Q}_i, \hat{N}_i) = \frac{1}{\sqrt{(2\pi)^3} |\Sigma|} \exp \left\{ - \frac{1}{2} \left[ \begin{pmatrix} \log c_{i\alpha} - \hat{Q}_i \\ Q_i \\ \hat{N}_i \end{pmatrix} - \begin{pmatrix} \mu_p \\ \mu_Q \\ \mu_N \end{pmatrix} \right]^T \Sigma^{-1} \left[ \begin{pmatrix} \log c_{i\alpha} - \hat{Q}_i \\ Q_i \\ \hat{N}_i \end{pmatrix} - \begin{pmatrix} \mu_p \\ \mu_Q \\ \mu_N \end{pmatrix} \right] \right\}, \quad (S13)$$

where we used the relation $\hat{p}_\alpha = \log p_\alpha = \log c_{10,i\alpha} - \log Q_i = \log c_{10,i\alpha} - \hat{Q}_i$, simply derived from Eq. (S10). The inverse of the covariance matrix, $\Sigma^{-1}$ reads

$$\Sigma^{-1} = \frac{1}{K} \begin{pmatrix} \sigma_p^2 \sigma_Q^2 - \sigma_Q^2 \sigma_N^2 & -\sigma_{p,Q} \sigma_Q^2 + \sigma_{p,N} \sigma_{Q,N} & \sigma_{p,Q} \sigma_{Q,N} - \sigma_{p,N} \sigma_Q^2 \\ -\sigma_{p,Q} \sigma_Q^2 + \sigma_{p,N} \sigma_{Q,N} & \sigma_p^2 \sigma_Q^2 - \sigma_Q^2 \sigma_N^2 & -\sigma_{p,Q} \sigma_{Q,N} + \sigma_{p,N} \sigma_{p,Q} \\ \sigma_{p,Q} \sigma_{Q,N} - \sigma_{p,N} \sigma_Q^2 & -\sigma_p^2 \sigma_{Q,N} + \sigma_{p,N} \sigma_{p,Q} & \sigma_p^2 \sigma_Q^2 - \sigma_{Q,N}^2 \end{pmatrix}, \quad (S14)$$

with $K$ being that determinant of $\Sigma$

$$K = \sigma_p^2 \sigma_Q^2 \sigma_N^2 + 2 \sigma_{p,Q} \sigma_{Q,N} \sigma_{p,N} - \sigma_{p,N} \sigma_Q^2 - \sigma_{Q,N}^2 - \sigma_{p,Q} \sigma_Q^2 \sigma_N^2.$$
To obtain the marginal distribution over a subset of multivariate normal random variables, one only needs to drop the irrelevant variables (the variables that one wants to marginalize out) from the mean vector and the covariance matrix (85). It is therefore straightforward to derive from Eq. (S13) the marginal $P(Q, N)$, expressing the probability to have a scientist with productivity $N$ and parameter $Q$. We can then write the probability that s/he a sequence of publications with potential impact $\{\log c_{i\alpha}\} - \hat{Q}_i$ as

$$L_i = \int P(\hat{Q}_i, \hat{N}_i) \prod_{\alpha=1}^{c} P(\log c_{i\alpha} - \hat{Q}_i | \hat{Q}_i, \hat{N}_i) d\hat{Q}_i =$$

$$= \int P(\hat{Q}_i, \hat{N}_i) (1 - \exp(\hat{N}_i)) \prod_{\alpha=1}^{c} P(\log c_{i\alpha} - \hat{Q}_i, \hat{Q}_i, \hat{N}_i) d\hat{Q}_i \quad (S15)$$

where $P(\log c_{i\alpha} - \hat{Q}_i | \hat{Q}_i, \hat{N}_i)$ is the conditional probability that scientist $i$ has a publication with potential impact $\log c_{i\alpha} - \hat{Q}_i$, given his/her $N_i$ and $Q_i$, and we have $P(\log c_{i\alpha} - \hat{Q}_i | \hat{Q}_i, \hat{N}_i) = P(\log c_{i\alpha} - \hat{Q}_i, Q_i, N_i) / P(\hat{Q}_i, \hat{N}_i)$. In Eq. (S15) we have also used the result about the lack of impact correlations between a scientist’s publications to write the probability of the publications sequence as a product of independent events $\prod_{\alpha=1}^{c} P(\log c_{i\alpha} - \hat{Q}_i | \hat{Q}_i, \hat{N}_i)$. Finally to get the likelihood, one has to integrate over all possible $Q_i$. Using Eqs. (S13) and (S14) in (S15) we obtain

$$L_i = \int \frac{1}{D_i} e^{-(A_i \hat{Q}_i^2 + B_i \hat{Q}_i + C_i)} d\hat{Q}_i =$$

$$= \frac{1}{D_i} \sqrt{\frac{\pi}{A_i}} e^{\frac{A_i}{2} - C_i} \quad (S16)$$

where

$$A_i = \frac{1}{2} \left\{ \frac{1 - \exp(\hat{N}_i)}{\sigma_Q^2 - \sigma_{\alpha, N}^2} \sigma_N^2 + \frac{\exp(\hat{N}_i)}{K} \left[ \sigma_Q^2 \sigma_N^2 - \sigma_{\alpha, N}^2 - 2 (\sigma_{p, N} \sigma_{Q, N} - \sigma_{p, Q} \sigma_N^2) \right] \right\} \quad (S17)$$

$$B_i = \frac{1}{2} \left\{ \frac{1 - \exp(\hat{N}_i)}{\sigma_Q^2 - \sigma_{\alpha, N}^2} \left[ -2 \mu_Q \sigma_N^2 - 2 \sigma_{Q, N} (\hat{N}_i - \mu_N) \right] + \frac{\exp(\hat{N}_i)}{K} \left[ -2 \left( \frac{\sum_{\alpha} \log c_{i\alpha}}{\exp(\hat{N}_i)} - \mu_p \right) \right] \right\} \quad (S18)$$

$$+ \frac{2}{\sigma_Q^2 - \sigma_{\alpha, N}^2} \left[ \sigma_{p, N} \sigma_{Q, N} - \sigma_{p, Q} \sigma_N^2 \right] + \frac{2}{\sigma_Q^2 - \sigma_{\alpha, N}^2} \left[ \sigma_{p, N} \sigma_{Q, N} - \sigma_{p, Q} \sigma_N^2 \right] \left( \hat{N}_i - \mu_N \right) +$$

$$- \frac{2}{\sigma_Q^2 - \sigma_{\alpha, N}^2} \left[ \sigma_{p, N} \sigma_{Q, N} - \sigma_{p, Q} \sigma_N^2 \right] \left( \hat{N}_i - \mu_N \right) \right\}$$
\[ C_i = \frac{1}{2} \left\{ 1 - \exp \hat{N}_i \left[ \sigma^2_Q \frac{\mu^2_Q + 2\sigma_Q N \mu_Q (\hat{N}_i - \mu_N) + \sigma^2_Q (\hat{N}_i - \mu_N)^2}{\sigma^2_Q \sigma^2_N - \sigma^2_Q N} \right] + \right. \\
\left. \frac{\exp \hat{N}_i}{K} \left[ (\sigma^2_Q \sigma^2_N - \sigma^2_Q N) \left( \sum_{\alpha} (\log c_{i\alpha})^2 \exp \hat{N}_i \right) + \mu^2_p - 2\mu_p \sum_{\alpha} \log c_{i\alpha} \right) - \right. \\
\left. 2\mu_Q (\sigma_{p,N} \sigma_{Q,N} - \sigma_{p,Q} \sigma^2_N) \left( \sum_{\alpha} \log c_{i\alpha} \right) + \mu^2_Q (\sigma^2_p \sigma^2_Q - \sigma^2_p, Q) \right\} \]

Eventually, the total log-likelihood \( \log L \) for the set of the \( M \) scientists of the dataset is

\[ \log L = \sum_{i=1}^{M} \log \mathcal{L}_i = \sum_{i=1}^{M} \left[ \left( \frac{B_i^2}{4A_i} - C_i \right) + \log \left( \frac{1}{D_i} \right) \sqrt{\frac{\pi}{A_i}} \right] \]

\( \log L \) is just a function of the parameters \( \mu \) and \( \Sigma \), which can be easily estimated by calculating the log-likelihood (S19) based on the impact of the 106,463 publications of the 2,887 scientists of the dataset and finding the values of \( \mu \) and \( \Sigma \) for which \( \log L (\mu, \Sigma) \) has a maximum. The search of the maximum has been performed by using the fmincon function in the Optimization toolbox of Matlab, providing it 10 different initial conditions and running the optimization function 10 times for each of them. As final estimation of the parameters, we take the average of all the outputs, obtaining:

\[ \mu = (0.92, 0.93, 3.34), \ \Sigma = \begin{pmatrix} 0.93 & 10^{-3} & 7 \cdot 10^{-3} \\ 10^{-3} & 0.21 & 0.09 \\ 7 \cdot 10^{-3} & 0.09 & 0.33 \end{pmatrix}. \] (S20)

The estimation of the parameters \( \mu_N \) and \( \sigma^2_N \) is consistent with the direct measurement done fitting the marginal \( P(N) \) (Fig. 2B), which is a lognormal with \( \mu = 3.6 \) and \( \sigma^2 = 0.57 \). The estimation of \( \mu_Q, \mu_p, \sigma^2_Q \) and \( \sigma^2_p \) also agrees closely with the statistical moments of \( P(c_{10}) \)
(\(\mu = 1.93\) and \(\sigma^2=1.05\), see Fig. 2A): given Eq. (S10) and that the sum of two random normal variables follows a normal distribution with mean equal to the sum of the two means and variance equal to the sum of the two variances, we have \(\mu_{c_{10}} = \mu_p + \mu_Q = 1.85\) and \(\sigma_{c_{10}}^2 = \sigma_p^2 + \sigma_Q^2 = 1.14\). However, the most important prediction of (S20) is given by the estimation of the mixed terms \(\sigma_{p,N}\) and \(\sigma_{p,Q}\) which are respectively one and two orders of magnitude smaller than the other mixed terms and the diagonal terms respectively. Indeed, this prediction implies that the joint probability (S11) factorizes as \(P(\hat{p}, \hat{Q}, \hat{N}) \simeq P(\hat{p}) P(\hat{Q}, \hat{N})\), meaning that the probability to extract a project of potential impact \(\hat{p}\) is indeed the same for all scientists, regardless of the individual parameter \(Q\) or productivity. The positive value of the term \(\sigma_{Q,N}\) indicates instead that high \(Q\) is slightly associated with high productivity.

**S4.5 Computing a scientist’s \(Q\) parameter**

The approach described in the previous section allows us to compute the individual \(Q_i\), which corresponds to the value maximizing the individual likelihood Eq. (S16). To find this maximum, we rewrite the likelihood \(L_i\) in a simpler form by using the factorization \(P(\hat{p}, \hat{Q}, \hat{N}) = P(\hat{p}) P(\hat{Q}, \hat{N})\),

\[
L_i(\hat{Q}_i) = P(\hat{Q}_i, \hat{N}_i) \prod_{\alpha=1}^{N_i} P(\log c_{i\alpha} - \hat{Q}_i). \tag{S21}
\]

The log-likelihood function follows

\[
\log L_i(\hat{Q}_i) = \log P(\hat{Q}_i, \hat{N}_i) + \sum_{\alpha=1}^{N_i} \log P(\log c_{i\alpha} - \hat{Q}_i), \tag{S22}
\]

where we have

\[
\log P(\log c_{i\alpha} - \hat{Q}_i) = -\frac{1}{2\sigma_p^2}(\hat{p} - \mu_p)^2 - \log \sqrt{2\pi\sigma_p^2}, \tag{S23}
\]

and

\[
\log P(\hat{Q}, \hat{N}) = -\frac{1}{2|\Sigma_{QN}|} \left[ \sigma_N^2(\hat{Q} - \mu_Q)^2 - 2\sigma_{QN}\hat{Q}_i(\hat{N}_i - \mu_N) \right] - \log (2\pi|\Sigma_{QN}|) \tag{S24}
\]

with

\[
|\Sigma_{QN}| = \sigma_Q^2\sigma_N^2 - \sigma_{QN}^2. \tag{S25}
\]

Using (S23) and (S24) in (S22), we obtain

\[
-\log L_i = \frac{1}{2\sigma_p^2} \sum_{\alpha=1}^{N_i} (\log c_{i\alpha} - \hat{Q}_i - \mu_p)^2 + \frac{1}{2|\Sigma_{QN}|} \left[ \sigma_N^2(\hat{Q}_i - \mu_Q)^2 - 2\sigma_{QN}\hat{Q}_i(\hat{N}_i - \mu_N) \right] + \text{const},
\]
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where const indicates a term not depending on $Q_i$. We finally find that the log-likelihood can be written in the form

$$
\log L_i = -A_i \hat{Q}_i^2 - B_i \hat{Q}_i + \text{const},
$$

with

$$
A_i = \frac{N_i}{2\sigma_p^2} + \frac{\sigma_N^2}{2|\Sigma_{QN}|},
$$

and

$$
B_i = -\frac{N_i (\langle \log c_{i\alpha} \rangle - \mu_p)}{\sigma_p^2} - \frac{\sigma_N^2 \mu_Q + \sigma_{QN} (\hat{N}_i - \mu_N)}{|\Sigma_{QN}|}.
$$

Finally, the maximum of $\log L_i$ is given by

$$
\hat{Q}_i = -\frac{B_i}{2A_i} = \langle \log c_{i\alpha} \rangle - \mu_p + \frac{\sigma_N^2 \mu_Q + \sigma_{QN} (\hat{N}_i - \mu_N)}{N_i |\Sigma_{QN}|} \left(1 + \frac{\sigma_N^2 \sigma_p^2}{N_i |\Sigma_{QN}|}\right),
$$

which expanding using the relation $\frac{1}{1+x} = 1 - x + O(x^2)$ can be approximated as

$$
\hat{Q}_i = \langle \log c_{i\alpha} \rangle - \mu_p + O\left(\frac{1}{N_i}\right).
$$

Hence, for sufficiently large $N_i$, we have

$$
Q_i = e^{\langle \log c_{i\alpha} \rangle - \mu_p},
$$

which is the $Q$ estimation reported in Eq. (4) of the main text. This estimation correlates very well with the exact form of $Q$, calculated based on (S28) (Fig. S28).

**S4.6 Goodness of the $Q$-model**

We have shown that the $Q$-model represents a much better fit to the data than the $R$-model (Figs. 2C-D). Here we test the goodness of fit of the $Q$-model to the data. Since the $Q$-model relies on the estimation of the parameters of a multivariate distribution, it is not appropriate to use approaches based on the “distance” between the observed distribution and the estimated distribution, like the KS-statistics described in (81) and used in S4.1. Therefore, we assess the goodness of the $Q$-model to fit the data by using its predictions. More specifically, based on the $Q$-model we can calculate analytically how $\langle \log c^-_{10} \rangle$ varies as a function of the productivity $N$ (Eq. (S35)) and as a function of the average impact without the highest impact paper $\langle c^-_{10} \rangle$ (Eq. (S36)). Note that $\langle c^-_{10} \rangle$ is a proxy of the $Q$-parameter when $N$ is large enough (Eq. (S30)). To evaluate the goodness of these predictions, we calculate the coefficient of determination $R^2$
between the prediction of the $Q$-model (red line in Fig. S29A-B) and the same quantity estimated from the data (grey circles in Fig. S29A-B). We find that $R^2 = 0.97$ for $\langle \log c_{10}^* \rangle (N)$ and $R^2 = 0.99$ for $\langle \log c_{10}^* \rangle (\langle c_{10}^* \rangle)$. We also compute the coefficient of determination $R_{\text{scatt}}^2$ between the $Q$-model prediction and the scattered data (grey stars in the background of Fig. S29A-B). Due to the stochastic nature of the model, there is an inherent deviation within the $Q$-model prediction between the scattered data points and the mean. For example when we fix $N$, the variability of $c_{10}^*$ is, to a large extent, due to scientists having different $Q$. Similarly, when we fix $\langle c_{10}^* \rangle$, which is equivalent to fixing $Q$ when $N$ is large, the variability in $c_{10}^*$ is due to the different productivity $N$ of scientists. To account for such stochasticity, we generate synthetic data by means of the joint probability Eq. (S11) with the estimated parameters. More specifically, we generate 1000 instances of synthetic data, each instance being made of 2887 careers, as in the original data, each career having a productivity $N_i$ and parameter $Q_i$ extracted from $P(Q,N)$ and a sequence of impact $c_{10,\alpha,i}$ obtained by extracting randomly $p_\alpha$ from $P(p)$ and multiplying it by $Q_i$. We then compute for each of these synthetic datasets the $R_{\text{synth}}^2$ (coefficient of discrimination between the scattered data and the $Q$-model prediction) and find that the $R_{\text{scatt}}^2$ is contained in the distribution $P(R_{\text{synth}}^2)$ (Fig. S29C-D), which indicates that the synthetic data generated through the model are scattered in the same way as the original data. In addition to the $R^2$ we also compare the distribution of residuals for original and synthetic data, and find that the distributions are indistinguishable (Fig. S29E-F). Taken together, Fig. S29 provides quantitative evidence on the goodness of fit of the $Q$-model to the data.

Finally, a fundamental prediction of the $Q$-model is that the rescaled variables $c_{10,\alpha,i}/Q_i$ collapse on the universal distribution $P(p)$. The collapse of different probability distributions onto a single curve is a standard concept in statistical physics, representing the existence of a universal law underlying a phenomenon. We demonstrate the evidence of this data collapse in Fig. 3C of the main text, documenting the validity of the $Q$-model.

### S4.7 $Q$-model and the real data-generating process

The $Q$-model treats each observation as a triple of $(p,Q,N)$ drawn from $P(p,Q,N)$. The real data-generating process assumes that we draw a scientist with productivity $N$ and $Q$, and then that scientist makes $N$ draws from the potential impact distribution $P(p)$, which could depend (in principle) on $Q$ and $N$. The $Q$-model and this latter process are equivalent thanks to the documented uncoupling between $p$ and $(Q,N)$ (see Eq. (2) of the main text).

### S4.8 $Q$-model for the WoS dataset

In the main paper we show results and predictions of the $Q$-model for the APS dataset. We have also tested the hypothesis and predictions of the $Q$-model on the newly curated datasets, finding again excellent agreement between model and data. The only difference across disciplines is that we obtained slightly different parameters for different fields, which is expected (see Fig. S30).
S4.9  Stability and measurement accuracy of the $Q$-parameter

Given the stochastic nature of the $Q$-parameter, we are prompted to scrutinize the stability of the parameter over time and with which accuracy we can measure it early in a career. Indeed, the $Q$-parameter might change over time: in Fig. S31A we study the stability of the $Q$-parameter by applying Eq. (S28) to a moving window of $\Delta N$ papers and measuring $Q(\Delta N)$. The observed changes in the estimated value are due to two reasons:

1. stochastic uncertainty, $\Delta Q$, due to the fact that we estimate the value of $Q$ by using a finite number of points (accuracy).

2. the $Q$-parameter is not a perfect parametrization of the scientist’s career and varies as careers progress (stability).

We study how these two affect the estimation of $Q$.

Accuracy. The $Q$-parameter is estimated based on sequences of data points with limited length. For this reason, variations of its estimation are inevitable. Indeed changes in the estimation of $Q$ are even present in synthetic data produced by the model with fixed $Q$ and finite $N$. This variance associated with the estimation of $Q$ can be analytically determined. Indeed the Fisher information says that, for a scientist $i$, the uncertainty in the estimation of his/her $Q_i$ parameter, $\sigma^2_{Q_i}$, is:

$$\Delta^2_{Q_i} = \left(- \frac{d^2 (\log \mathcal{L}_i)}{dQ^2_i}\right)^{-1/2}$$  \hspace{1cm} (S31)

where $\mathcal{L}_i$ is the likelihood function defined in Eq. (S22). By plugging the expression of $\mathcal{L}_i$, we obtain:

$$\Delta^2_{Q_i} = \frac{\sigma_p}{\sqrt{N_i}}.$$  \hspace{1cm} (S32)

For sufficiently large $N_i$ (infinite sequences), the uncertainly converges to zero, as expected. We report in Fig. S31B the relative uncertainty on $Q$, $\Delta Q/Q$ as a function of the number published papers $N$ predicted by the model for the APS dataset. This is always smaller than 20%, it drops below 10% after a scientist has published 50 papers and is less than 1% after 300 papers.

When we measure the same quantity for the data, reported in Fig. S31D, we see the same average trend as predicted by the model, but with a larger envelope (light blue area). These changes are due to the stability of the $Q$ parameter as explained in the paragraph below.

Stability. Changes of the value of $Q$ that are not explained by the number of data points used occur if $Q$ is not a perfect parametrization of the impact of a career. That is, the changes observed in the values of $Q$ measured at different career stages cannot be explained by the stochastic uncertainty of the model.

For the APS data, in 75% of the cases the estimated $Q$-parameter lies within the uncertainty envelope provided by the model – in these cases a variation in $Q$ can be fully explained by the
inherent stochastic variance. In 25% of the cases the variation in $Q$ is higher than the variation predicted by the stochastic nature of the model. However, given that the magnitude of this surplus variation never exceeds 15% and that the average relative error is always below 10%, the $Q$-parameter is estimated with a reasonably high accuracy (Fig. S32).

To test the stability of the $Q$ parameter throughout the overall career, and not as a function of the number of papers considered $N$, we consider careers with at least 50 papers and calculate their early and late $Q$-parameter, $Q_{early}$ and $Q_{late}$ respectively, using Eq. S28 on the first and second half of their papers, respectively. In this case the stochastic uncertainty explains the differences between $Q_{early}$ and $Q_{late}$ for the large majority of scientists (95.1%, Fig. S31E).

Overall the error in estimation of $Q$ is higher at the beginning of a career, being as high as 35% for the first 10 papers, but decreases fast as a function of $N$, dropping to below 20% for $N > 50$. We are confident that further research on the model and the application of advanced machine learning techniques will improve the accuracy of $Q$, making the predictions based on $Q$ even more accurate and actionable.

**S4.10 Predictions of the $Q$-model: highest impact paper**

The $Q$-model, after the estimation of its parameters, allows to make predictions about the scaling of $\langle \log c^{*}_{10} \rangle$ with productivity $N$ and with the logarithm of the average impact $\langle \log c^{-*}_{10} \rangle$.

The impact of the largest impact publication of a scientist, $c^{*}_{10}$, as a function of $N$ and productivity $\hat{N}$ is given by the sum of the highest potential impact s/he extracts, $\hat{p}^{*}$, summed to his/her $\hat{Q}$:

$$\log c^{*}_{10} \left( \hat{N}, \hat{Q} \right) = \hat{p}^{*} \left( \hat{N}, \hat{Q} \right) + \hat{Q}. \quad (S33)$$

The calculation of $\hat{p}^{*}(N)$ is analogous to the $R$-model calculation of $c^{*}_{10}$ (Eq.(S8)), where instead of the probability distribution $P(c_{10})$ we need to use the conditional probability $P(\hat{p}|\hat{Q}, \hat{N})$.

However, as proved in S4.4, we have that $P(\hat{p}|\hat{Q}, \hat{N}) = P(\hat{p})$, meaning that $\hat{p}^{*}$ has no dependence on $\hat{Q}$, but only on $\hat{N}$, the latter dependence due purely to the extreme statistics prediction. Hence, when integrating over all possible value of $\hat{Q}$ and taking the expected value we obtain

$$\langle \log c^{*}_{10} \rangle \left( \hat{N} \right) = \int_{0}^{\infty} \left[ \hat{Q} + \langle \hat{p}^{*} \rangle(\hat{N}) \right] P(\hat{Q}|\hat{N})d\hat{Q} =$$

$$= \int_{0}^{\infty} \hat{Q} P(\hat{Q}|\hat{N})d\hat{Q} + \langle \hat{p}^{*} \rangle(\hat{N}) =$$

$$= \int_{0}^{\infty} \hat{Q} P(\hat{Q}|\hat{N})d\hat{Q} + e^{\hat{N}} \int_{0}^{\infty} \hat{p} P(\hat{p}) C(\hat{p}) e^{\hat{N}-1}d\hat{p} \quad (S34)$$

where $C(\hat{p}) = \int_{0}^{\hat{p}} P(\hat{p}')d\hat{p}'$. The first integral corresponds the average $\hat{Q}$ as a function of $\hat{N}$, which can be easily calculated if we know the form of $P(\hat{Q}|\hat{N})$. This distribution, being the conditional derived by a bivariate normal distribution, is a normal distribution with mean
\[ \bar{\mu} = \mu_Q + \frac{\sigma_{Q,N}}{\sigma_N^2} (\bar{N} - \mu_N) \] and variance \( \bar{\sigma}^2 = \frac{\sigma_Q^2 - \sigma_{Q,N}^2}{\sigma_N^2} \) (85). The second integral in Eq. (S34), can be only calculated numerically. By substituting \( \bar{N} = \log N \) we obtain
\[ \langle \log c_{10}^* \rangle (\bar{N}) = N \int_0^\infty \hat{p} P(\hat{p}) C(\hat{p})^{N-1} d\hat{p} + \frac{\sigma_{Q,N}}{\sigma_N^2} \log N + \mu_Q - \frac{\sigma_{Q,N}}{\sigma_N^2} N. \] (S35)

To determine the relation between \( \langle \log c_{10}^* \rangle \) and \( \langle \log c_{10}^* \rangle \), we make use of the observation that \( \bar{Q} = \langle c_{10}^* \rangle - \langle \hat{p} \rangle = \langle c_{10}^* \rangle - \mu_p \), and again that \( \log c_{10}^* = \hat{p}^* + \bar{Q} \). We then compute the expected value of the largest impact publication, \( \langle \log c_{10}^* \rangle \) as a function of the \( Q \)-parameter
\[ \langle \log c_{10}^* \rangle (\bar{Q}) = \bar{Q} + \int_0^\infty \hat{p}^*(\bar{N}) P(\hat{p}, \bar{N}|\bar{Q}) d\hat{p} d\bar{N} = \]
\[ = \langle c_{10}^* \rangle - \mu_p + \int_0^\infty \hat{p}^*(\bar{N}) P(\hat{p}^*|\bar{Q}) d\hat{p} d\bar{N} = \]
\[ = \langle c_{10}^* \rangle - \mu_p + \int_0^\infty \hat{p}^*(N) P \left( \bar{N}|\langle \log c_{10}^* \rangle - \mu_p \right) dN \] (S36)
where \( \hat{p}^*(N) = \int_0^\infty \hat{p}' P(\hat{p}') C(\hat{p}')^{N-1} d\hat{p}' \), as calculated for Eqs. (S8) and (S34), while \( P \left( \bar{N}|\langle \log c_{10}^* \rangle - \mu_p \right) \) is the conditional probability obtained from the bivariate normal distribution \( P(\bar{Q}, \bar{N}) \), and has mean \( \bar{\mu} = \mu_N + \frac{\sigma_{Q,N}}{\sigma_Q^2} (\langle \log c_{10}^* \rangle - \mu_p - \mu_Q) \) and variance \( \bar{\sigma}^2 = \sigma_N^2 - \frac{\sigma_{Q,N}^2}{\sigma_Q^2} \). Eq. (S36), same as Eq. (6) of the main text, can be evaluated numerically.

### S4.11 Predictions of the Q model: impact indicators

The \( Q \) parameter comprises all the information about a scientist’s individual impact distribution, \( P(c_{10}) \). For this reason, it is possible to estimate the value of individual impact indicators by means of \( Q \) and productivity \( N \).

**h-index.** The original definition of the \( h \)-index states that “a scientist has index \( h \) if \( h \) of his/her \( N \) papers have at least \( h \) citations each, and the other \((N-h)\) papers have no more than \( h \) citations each” (12). We denote this index as \( h_{c_{10}} \), since it is based on all the citations that a paper will ever gather. The \( Q \)-model does not provide a direct prediction for \( h_{c_{10}} \), since this would require to incorporate information about the long term impact of papers (6). However, the \( Q \)-model allows the prediction of \( h_{c_{10}} \), the \( h \)-index based on the citations a paper has gathered after 10 years. Because the large majority of papers gathers most citations within two or three years after publication (6, 45), for many papers \( c_{10} \approx c_{\infty} \). For this reason the measurements of \( h_{c_{10}} \) and \( h_{c_{\infty}} \) are highly correlated (Fig. S33A), indicating that \( h_{c_{10}} \) can be used as proxy for \( h_{c_{\infty}} \).

For an author with parameter \( Q \) and \( N \) publications, we have
\[ h_{c_{10}} = NC > (h_{c_{10}}|Q, N), \] (S37)
where \( C_{\geq} (c_{10}|Q, N) = \int_{c_{10}}^{\infty} P(c_{10}|Q, N) dc_{10} \) corresponds to the probability that one of the scientist’s paper has more than \( h_{c_{10}} \) citations. We take the logarithm of both members of Eq. (S37) and remember that \( \log c_{10} = \log p + \log Q \), with \( \log p \) uncorrelated from \( \log Q \) and \( \log N \) (S4.4) and following a normal distribution with parameters \((\mu_p, \sigma_p)\). We obtain

\[
\log h_{c_{10}} - \log \Phi \left( \frac{\log h_{c_{10}} - \log Q - \mu_p}{\sigma_p} \right) = \log N \tag{S38}
\]

where \( \Phi(x) \equiv \int_x^{\infty} \phi(x) dx = \frac{1-\text{erf}(x/\sqrt{2})}{2} \) is the complementary cumulative distribution of the standard normal distribution \( \phi(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \). Eq. (S38) is an implicit equation of \( h_{c_{10}} \) and has no explicit solution for finite \( N \). However it can be solved numerically, providing a prediction that is in excellent agreement with the data for the \( h \)-index at the end scientific careers (Fig. S33B), for the expected value \( \langle h_{c_{10}} (N) \rangle \) as a function of \( N \) for scientists with similar \( Q \) (Fig. S33C) or even when we analyze the \( h_{c_{10}} \) dynamic in individual careers (Fig. S34A). The numerical solution in Fig. S33C also shows that for large \( N \), \( h_{c_{10}} \sim N^\gamma \), with \( \gamma \) depending on the \( Q \) parameter. Hence, for fixed \( Q \), asymptotically \( h_{c_{10}} \) is a proxy of productivity \( N \).

**Total number of citations.** The \( Q \)-model provides an exact prediction for a scientist’s \( C_{\text{tot},c_{10}} \), the sum of his/her papers’ citations 10 years after publication \( (C_{\text{tot},c_{10}} = \sum_{\alpha=1}^{N} c_{10,\alpha}) \). \( C_{\text{tot},c_{10}} \) correlates highly with \( C_{\text{tot},c_{\infty}} \), which is the total number of citations a scientist will ever gather (Fig. S33D). We have that

\[
C_{\text{tot},c_{10}} \simeq N \int_0^{\infty} c_{10} P(c_{10}|Q, N) dc_{10} = NQ \int_0^{\infty} pP(p) dp \tag{S39}
\]

where we have used the fact that \( p \) and \((Q, N)\) are uncorrelated to write the second equality. The prediction of Eq. (S39) is in excellent agreement with the data when we consider \( C_{\text{tot},c_{10}} \) at the end scientific careers (Fig. S33E), the expected value of the \( \langle C_{\text{tot},c_{10}} (N) \rangle \) as a function of \( N \) for scientists with similar \( Q \) (Fig. S33F) or even when we analyze the dynamic of \( C_{\text{tot},c_{10}} \) in individual careers (Fig. S34B). Eq. S39 also indicates that \( C_{\text{tot},c_{10}} \) grows linearly with \( N \), as observed in Fig. S33F.

**\( g \)-index.** The \( Q \)-model provides also a prediction for the \( g \)-index, defined as “the (unique) largest number such that the top most cited \( g \) articles of a scientist received at least \( g^2 \) citations” (86). Similarly to the \( h \)-index, the \( Q \)-model can predict exactly \( g_{c_{10}} \), the \( g \)-index calculated using the paper citations after 10 years, \( c_{10} \). To derive \( g_{c_{10}} \), we start from an equation similar to (S37), where we substitute \( g_{c_{10}} \) on the left term and \( g_{c_{10}}^2 \) in the lower extreme of the integral. We obtain

\[
\log g_{c_{10}} - \log \Phi \left( \frac{2 \log g_{c_{10}} - \log Q - \mu_p}{\sigma_p} \right) = \log N \tag{S40}
\]

where \( \Phi(x) \equiv \int_x^{\infty} \phi(x) dx = \frac{1-\text{erf}(x/\sqrt{2})}{2} \) is the complementary cumulative distribution of the standard normal distribution \( \phi(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \).
Given that the $Q$-parameter can be estimated early in a career with reasonable accuracy (see S4.9), it can be used to make future predictions of a scientist’s impact, with important implications for science and science policy. We scrutinize here the predictive power of the $Q$-parameter in determining dynamical impact indicators like the $h$-index.

Given an author with $\hat{Q}$ and $N$ publications. Defining $\pi_i$ is the probability for a paper written by this author to have $i$ number citations for $i = 0, 1, 2, \ldots$, we have

$$\sum_{i=0}^{\infty} \pi_i = 1. \quad (S41)$$

We define

$$C_<(i) \equiv \Phi \left( \frac{\ln i - \hat{Q} - \mu_p}{\sigma_p} \right), \quad (S42)$$

where, as in S37 $\Phi(x) \equiv \int_{-\infty}^{x} \phi(x) dx = \frac{1+erf(x/\sqrt{2})}{2}$, with $\phi(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2}$ being the normal distribution. Then we have $\pi_i = C_<(i+1) - C_<(i)$.

Given $N$ papers, assuming $n_i$ number of papers being cited at least $i$ times. The probability of find $\{n_0, n_1, \ldots\}$ simply follows a multinomial distribution

$$P(n_0, n_1, \ldots) = \frac{N!}{\prod_{i=0}^{\infty} n_i!} \pi_i^{n_i} \quad (S43)$$

with $\sum_{i=0}^{\infty} n_i = N$.

Given an non-negative integer number $r$, the number of papers $s$ with citations equal to or larger than $r$ is simply $s = \sum_{i=r}^{\infty} n_i$. The probability distribution $\phi(s|r, N)$ of finding $s$ given $r$ can be calculated as

$$\phi(s|r, N) = \sum_{n_0, n_1, \ldots} \delta \left( \sum_{i=r}^{\infty} n_i - s \right) P(n_0, n_1, \ldots).$$

It can be shown easily that $\phi(s|r, N)$ follows a binomial distribution

$$\phi(s|r, N) = \frac{N!}{s!(N-s)!} \left( \sum_{i=0}^{r-1} \pi_i \right)^{N-s} \left( \sum_{i=r}^{\infty} \pi_i \right)^{s} = \frac{N!}{s!(N-s)!} C_<(r)^{N-s} (1 - C_<(r))^s.$$

The complementary cumulative distribution instead follows

$$\phi>(s|r, N) = \sum_{n_0, n_1, \ldots} \Theta \left( \sum_{i=r}^{\infty} n_i - s \right) P(n_0, n_1, \ldots) =$$

$$\sum_{i=s}^{N} \frac{N!}{i!(N-i)!} C_<(r)^{N-i} (1 - C_<(r))^i$$
where \( \Theta(x) = 1 \) if \( x \geq 0 \) and \( 0 \) for \( x < 0 \).

Given historical record of \( N_0 \) papers with their citations \( c_1, c_2, \ldots, c_{N_0} \), we want to estimate the future value of the \( h \)-index together with an uncertainty envelope. To this end, we need to calculate the probability that the scientist has \( h \)-index equal to \( h \), \( P(h) \), after publishing \( N_1 \) papers. We start by observing that there are \( N' \equiv N_1 - N_0 \) new papers with undetermined citations. Again we start with the complementary distribution

\[
P_>(h) = \sum_{n_0, n_1, \ldots} \Theta \left( \sum_{i=1}^{\infty} (n_i + m_i) - h \right) P(n_0, n_1, \ldots),
\]

where \( \{n_0, n_1, \ldots\} \) and \( \{m_0, m_1, \ldots\} \) denote papers published after and before \( N_0 \) respectively. Define \( f(x) = \sum_{i=x}^{\infty} m_i \) the number of papers published before \( N_0 \) has citation equal or greater than \( x \), we have

\[
f(x) = \sum_{i=1}^{N_0} \Theta(c_i - x).
\]

Then

\[
P_>(h) = \sum_{n_0, n_1, \ldots} \Theta \left( \sum_{i=1}^{\infty} n_i - (h - f(h)) \right) P(n_0, n_1, \ldots),
\]

Comparing with Eq. S43, we find that

\[
P_>(h) = \phi_>(h - f(h)|h, N') = \sum_{i=h-f(h)}^{N'} \frac{N'!}{i!(N' - i)!} C_<(h)^{N'-i}(1 - C_<(h))^i,
\]

where \( h \geq f(h) \), and the \( h \)-index distribution follows \( P(h) = P_>(h) - P_>(h+1) \).

Finally we can use this expression of \( P(h) \) to calculate the expected value of the \( h \)-index, \( h_{c_{10}}(N|c_1 \cdots c_{N_0}) \) and its uncertainty \( \sigma \) numerically:

\[
h_{c_{10}}(N|c_1 \cdots c_{N_0}) = \int h P(h) dh \quad (S44)
\]

\[
\sigma^2 = \int h^2 P(h) dh - \left( \int h P(h) dh \right)^2 \quad (S45)
\]

To explore the \( Q \)-parameter predictive power in the data, we have measured the \( Q \) parameter using only data in the first part of a career, and used it in Eqs. (S44)-(S45) obtaining a prediction with an uncertainty envelope for the \( h \)-index as a function of the productivity \( N \). In Fig. S35, we show the prediction of the \( h \)-index for 4 scientists by using information only about the first \( N_0 = 20 \) papers and, for a more accurate prediction, about the first \( N_0 = 50 \) papers. For \( N_0 = 20 \), the prediction of the \( h \)-index at \( N = 40 \) publication is accurate for 74% of the scientists, while for \( N_0 = 50 \) the accuracy of the prediction 20 papers later increases to 81%.
The early estimation of the $Q$-parameter is accurate by using only the first 20 papers of a scientist and provides a long-term prediction for impact metrics, like the $h$-index, which is in excellent agreement with the data even at $N = 160$, an 8-fold number of papers later in the career. Similar results can be obtained to predict the future total number of citations $C_{tot}$. Taken together, the $Q$-model provides long-term predictive power of career impact.

S5 Relation between the $Q$-parameter and productivity

The measured parameters of the $Q$-model on the APS dataset, reported in Eq. (2) of the main text, indicated that the $Q$-parameter and productivity $N$ are correlated. The strength of the correlation is $\rho_{Q,N} = 0.34$, where we used the relation $\sigma_{Q,N} = \rho_{Q,N}\sigma_Q\sigma_N$. So, while it is true that very high impact work are the result of drawing a high $p$ (luck) and high $Q$, this is more likely to happen to scientists with high productivity $N$, because of the non-zero $\rho_{Q,N} = 0.34$. However, being $\sigma_{p,Q} \simeq 0$ and $\sigma_{p,N} \simeq 0$, neither productivity nor $Q$ have an effect on the luck component.

The relationship between $Q$ and $N$ is also present when we measure impact by rescaling according to the author list order (S6.2 and Fig. S40) and with the credit assignment algorithm (Figs. S43 and S42). Also, hints of this relationship are present in Fig. S24, where low max impact scientists do not produce enough papers to be included in the analysis for $80 \leq N \leq 100$.

In Fig. S49, we also points to a relation between early impact, quantified with $\langle c_{10} \rangle$ averaged over the first 10 papers in a scientist’s career, and longevity, quantified with the overall productivity in a scientist’s career. The effect is different from that found in randomized career, and is more pronounced for scientists that have a larger productivity $N$.

The random impact rule as well as the core results of the $Q$-model are however not affected by this coupling. Indeed, the random impact rule holds when we control from productivity (see Fig. S24), and all $Q$-model predictions are based on the uncoupling between $p$ and $(Q,N)$, but no assumption is made on the uncoupling between $Q$ and $N$. Also, the fact that higher early impact is associated with higher productivity is consistent with the non-zero $\sigma_{Q,N}$. In this work we do not investigate where this association stems from. This calls for more future work on models of the co-evolution of short-term impact and productivity, which can explain this coupling.

S6 Controlling for coauthorship effects

Teams play an important role in the impact of coauthored publications (32, 87–89) affecting the career of an individual as well as his/her scientific impact. While the goal of this work is not to uncover the precise role of teams and collaboration on individual impact, here we test whether or not our main results are an artifact of team and collaborative effects, as discussed in the subsections below.
S6.1 Effect on the randomness of the highest impact paper

Two kinds of test are considered to check whether our findings are impacted by collaborative effects. In the first one, we select only scientists whose most cited paper is single-authored, where the collaborative effect does not play a role. In the second one, we distribute a paper impact among authors in the case of multi-authored papers, using three different credit allocation approaches: (i) each author gets the same credit, which is the approach we use in the manuscript; (ii) the credit share of an author is defined by her rank in the author list of the paper; (iii) credit is distributed among the authors based on the collective perception of the scientific community.

Solo authors. To test if impact could be a simple consequence of co-authorship with a more experienced or visible individual, or some other consequence of team formation, we tested our main findings for scientists whose highest impact paper is single-authored, amounting in total to 238 physicists in our dataset. We then repeated our of Fig. 1E-F of the main paper (Fig. S17). Although all these measurements are noisier due to smaller number of careers with single authored highest impact work, we find no qualitative difference with our previous results, suggesting that our findings are robust to co-authorship effects.

Credit share: author order allocation. Most current approaches to assign credit to the authors of a paper are based on their order in the paper author list. We implemented the method proposed by (36) that associates the highest weight to the first and last author, while the second author has half their weight, the third author one third of their weight, and so on. Based on this method, we assign to author $i$ of paper $\alpha$ a credit share $\tilde{q}^\alpha_i$. We then convert the originally paper impact $c_{10,\alpha}$ by using the following rule: each paper of author $i$ is associated with a fraction $c_{10,\alpha}^{\text{ord}}$ of the original impact, that is $c_{10,\alpha}^{\text{ord}} = c_{10,\alpha} q^\alpha_i$. We repeated our measurements of Fig. 1E-F and Fig. 2C-D of the main paper and find that all our empirical results hold even if impact is rescaled according to the credit share of each author (Figs. S40).

Credit share: collective allocation. Recently, a framework has been proposed to automatically allocate credits based on the community perception (22). The leading hypothesis of this methodology is that the information about the informal credit allocation within science is encoded in the detailed citation pattern of the respective paper and other papers published by the same authors on the same subject. Indeed, each citing paper expresses its perception of the scientific impact of a paper’s coauthors by citing other contributions by them, conveying implicit information about the perceived contribution of each author.

Consider a paper $p_0$ with $m$ coauthors $\{a_i\}$ ($1 \leq i \leq m$). To determine the credit share of each author, they first identify all papers that cite $p_0$, forming a set $D \equiv \{d_1, d_2, \ldots, d_l\}$. Next they identify all co-cited papers $P \equiv \{p_0, p_1, \ldots, p_n\}$, representing the complete set of papers cited by papers in the set $D$. The relevance of each co-cited paper $p_j$ ($0 \leq j \leq n$) to the target paper $p_0$ is characterized by its co-citation strength $s_j$ between $p_0$ and $p_j$, defined as the number of times $p_0$ and $p_j$ are cited together by the papers in $D$. For example, for $p_1$ in Fig. S41A we
have \( s_1 = 1 \) since only one paper \((d_1)\) cites \(p_0\) and \(p_1\) together, while \( s_2 = 4 \) as four papers \((d_1, d_2, d_3, d_5)\) cite \(p_0\) and \(p_2\) together. Co-citation strength captures the intuition that papers by an author that are perceived to be very relevant to paper \(p_0\) should increase the author’s perceived contribution to \(p_0\). Note that the target paper \(p_0\) is also viewed as a co-cited paper of itself with co-citation strength equal to the citation count of \(p_0\). Consequently for papers with high citation count the credit share of coauthors is less likely to be affected by other co-cited papers.

Using the author list of the co-cited papers, a credit allocation matrix \(A\) is calculated, whose element \(A_{ij}\) denotes the amount of credit that author \(a_i\) gets from co-cited paper \(p_j\). The fractional credit allocation matrix does not depend on the order of authors in the author list. The total credit \(k_i\) of author \(a_i\) is the weighted sum of its local credit obtained from all co-cited papers

\[
k_i = \sum_j A_{ij}s_j
\]

or in the matrix form

\[
k = As
\]

The vector \(k\) provides the credit of all authors of target paper \(p_0\). By normalizing \(k\) the fractional credit share among coauthors is obtained (Fig. S41e).

Based on this methodology, we assign to author \(i\) of paper \(\alpha\) a credit share \(\tilde{k}_i^\alpha\). We then convert the originally paper impact \(c_{10, i\alpha}\) into two different ways: (i) each paper of author \(i\) is associated with a fraction \(c_{10, i\alpha}^{\text{share}}\) of the original impact, that is \(c_{10, i\alpha}^{\text{share}} = c_{10, i\alpha}k_i^\alpha\), (ii) each paper of author \(i\) is associated an impact \(c_{10, i\alpha}^{\text{max}}\) equal to its original impact \(c_{10, i\alpha}\) only if author \(i\) has the maximum credit share \(k_i^\alpha\) among all the authors of \(\alpha\), otherwise \(c_{10, i\alpha}^{\text{max}} = 0\). We repeated our measurements of Fig. 1E-F and Fig. 2C-D of the main paper and find that all our empirical results hold even if impact is rescaled according to the credit share of its author (Figs. S42-S43). This indicates that the presence of different teams in an individual’s career and the resulting different paper impact share does not affect the random impact rule, the necessary assumption for our modelling framework.

### S6.2 Effect on the \(Q\) parameter

We studied the robustness of the \(Q\) parameter against the removal of coauthored papers. More specifically, to test if one particular coauthor could skew the \(Q\) parameter, we computed the variation of the \(Q\)-parameter for a scientist \(i\), \(Q_{i-j}/Q_i\) by using only the subset of publications of scientist \(i\) that lack all papers written with co-author \(j\). We find that the \(P(\log Q_{i-j}/Q_i)\) distribution is peaked is at zero (Fig. S44) and decays approximately exponentially for high \(Q_{i-j}/Q_i\). Therefore in most cases the removal of specific coauthors (and the papers written with them) does not alter \(Q\) and when it does, the effect remains small, as indicated by the exponential tail. Furthermore, the observed changes do not exhibit a bias towards higher or lower \(Q\) (symmetric distribution in respect to zero). These properties hold when considering different values of the individual \(Q\) parameter (different colors in the plot below).
S7 Receiving Operating Characteristic (ROC) curve

A ROC curve measures the performance of a binary classifier system when its discrimination threshold $T$ is varied (89). It is created by plotting for each $T$ the true positive rate (TPR, true positive over all the positive, e.g. number of Nobel Laureates detected within the rank threshold $T$ over all Nobel Laureates present in the dataset) vs the false positive rate (FPR, false positive over all the negative, e.g. number of non-Laureates detected within the threshold $T$ over all non-Laureates present in the dataset). For example, let us assume we have a pool of 200 scientists, composed of 25 Nobel Laureates and 175 non-Laureates. If we consider the first 100 rank positions of a ranking and find 5 Nobel Laureates out of 25 present in the dataset, and 95 non-Laureates out of 175 non-Laureates scientists, we have $T=100, TPR = 5/25 = 20\%$ and $FPR = 95/190 \approx 54.3\%$. When $T = 200$, we consider the entire pool of scientists in the dataset and by definition we have $TPR = 100\%$ and $FPR = 100\%$. Therefore, a ROC-plot is a curve connecting the points $(0,0)$ and $(1,1)$ in the so-called ROC space, where $FPR$ is reported in the $x$-axis and $TPR$ in the $y$-axis and both quantities by definition vary between 0 and 1. The best possible ranking yields a ROC-curve that from $(0,0)$ jumps immediately to the point of coordinates $(0,1)$ (upper left corner) and is constant afterwards up to the point $(1,1)$. A completely random guess instead yields a diagonal line, called also line of no-discrimination. A ranking yielding a ROC-curve placed in the upper diagonal part of the ROC-space performs better than a random ranking, while a ROC-curve in the bottom diagonal part performs worse than a random guess. A more precise way to quantify the overall performance of a ranking is based on measuring its accuracy, that is the area contained under the ROC curve. The maximum of accuracy, corresponding to the best ranking, is 1, while a random ranking has accuracy 0.5. For each rank threshold we also measure the recall, which simply corresponds to the TPR (in our case, the fraction of the total Nobel laureates detected within the threshold), and the precision, that is the number of true positive divided by the considered rank threshold (in our case, the fraction of scientists that are Nobel laureates within the rank threshold considered). A perfect ranking has a recall of 100\%, corresponding to no false negatives, for all rank thresholds. It has also the best precision, that is no false positives, for all rank thresholds (89). In Fig. S45 we report recall and precision as a function of different rank thresholds for all rankings of Nobel laureates shown in Fig. 3D of the main text.

ROC-plots of Boltzmann and Dirac medalists are instead reported in Fig. S46, while their recall and precision is shown in Fig. S47.

S7.1 Early prediction of Nobel Laureates

We also test the ability of the early estimation of $Q$ to predict future Nobel Laureates, in respect to their early productivity, citations, $h$-index and highest cited paper. In order to do this, we have first identified all Nobel Laureates that won the Nobel prize late in their career ($\sim80\%$ of them) and measured $Q$ in the first, 6, 10 and 15 years of activity, as well as their $h$-index, highest impact paper $c_{10}^*$, total number of citations $C_{tot}$ and of papers $N$. We then used these
measurements to construct ROC-plots (Fig. S48). The Nobel Prize winners are still placed at the top of the ranking, and the also the early $Q$-parameter performs better than all other indicators.
S8 Supplementary Figures

All results in the following refer to the APS dataset, unless otherwise noted.

S8.1 Characterization of the datasets

![Figure S1: Distribution of number of authors per paper $\bar{a}_i$. For each paper $i$ in the dataset, we denote with $\bar{a}_i$ the number of its authors and report the distribution $P(\bar{a}_i)$. The vertical line falls at ten authors, corresponding roughly to the point where the distribution deviates from the power law fitting line. We thus do not take into account in the disambiguation process all the papers that have more than 10 authors, corresponding to only 3% of all the papers.](image)
Figure S2: Randomness of the highest impact paper and Q-model predictions for the subset of scientists with uncommon family names. For the subset of scientists that do not have a common last name (see S1.1) we repeat the following measurements: (A) Cumulative distribution $P(\geq N^*/N)$, where $N^*/N$ denotes the order $N^*$ of the highest impact paper in a scientist’s career. The cumulative distribution of $N^*/N$ is a straight line with slope $-1$, indicating that $N^*$ has the same probability to occur anywhere in the sequence of papers published by a scientist; (B) Distribution of the publication time $t^*$ of the highest impact paper $c'_{10}$ for scientists’ careers (black circles) and for randomized impact careers (grey circles). (C) Citations of the highest impact paper, $c_{10}$, vs the number of publications $N$ during a scientist’s career. Circles correspond to the logarithmic binning of scattered data, cyan curve corresponds to the prediction of the R-Model model and the red curve corresponds to the analytical prediction Eq. (S35) of the Q-Model model; (D) $\log c'_{10}$ vs $\langle \log c^*_{10} \rangle$, where $\langle \log c^*_{10} \rangle$ is the average logarithm of the impact of a scientist’s papers excluding the highest impact paper $c^*_{10}$. We report in cyan the R-Model prediction and in red the analytical prediction Eq. (S36) of the Q-model. All the measurements show that our findings remain unchanged when removing the careers of scientists with common asian names, indicating that our results are robust to the unavoidable small errors induced by the disambiguation procedure.
Figure S3: **Average number of citations** \(\langle c_{10} \rangle\) **over time.** For the WoS dataset, the average impact of papers, quantified with number of citations 10 years after publication, steadily grows as a function of the publication year. For this reason, in the WoS data we rescale the raw number of citations \(c_{10}\) to correct for this citation inflation.

Figure S4: **Distribution of most cited paper.** We report the distribution of most cited paper \(P(c_{10}^*)\) in the original dataset (black line) and in the dataset where we remove the papers published in Review of Modern Physics (red line). The two distributions are almost perfectly overlapping, showing that only in rare cases review papers are the most cited paper.
Figure S5: Individual productivity over time. (A) The number of papers $N(t)$ up to time $t$ for scientists with at least 200 publication. The paper publication date is known with a time resolution of days; $t = 0$ coincides with the day of the scientist’s first published paper. Each curve can be asymptotically fitted with $N(t) \sim t^\gamma$, as indicated in Eq. (1) (18). For each scientist, we extract the exponent $\gamma$ based on the cumulative productivity in the second half of his/her career paper sequence. (B) Number of papers $n(t)$ published at time $t$ for the same scientists in (A). $n(t)$ is the derivative of $N(t)$, hence following the equation $n(t) \sim t^{\gamma-1}$. At odds with $N(t)$, the noisy nature of $n(t)$ does not offer the possibility to fit the exponent $\gamma$. 
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S8.2 Impact trends before and after the highest impact work

Figure S6: Finger curves on smoothed careers. We smooth the scientists’ career by using a moving average (top panels) and a moving record (bottom panels) as described in S2.1, for different length of windows $L$. When $L = 1$ the careers are not smoothed and the finger curve is computed directly on the original data. For various values of $L$ in both techniques no qualitative difference is observed, as no patterns preceding and following the highest impact paper appear.
Figure S7: Trends before and after the highest impact paper. In (A) and in (B) we show the distribution of $\beta$ and $\alpha$ respectively, provided by fitting Eqs. (S2) and (S3) to individual careers before and after the timing of the highest impact paper $t^*$. In the bottom panels, we report the average value and standard deviation of (C) $\beta$ and (D) $\alpha$ for groups of scientists with similar $c^{*}_{10}$. The blue and red circles correspond to plots based on the original data, while grey circles correspond to randomized careers. In the randomized data the time of each publication and $c^{*}_{10}$, the impact of the highest impact paper, is preserved while the impact of all other papers is shuffled within the career. Mann-Whitney U tests confirm that the distributions based on data and randomized careers are indistinguishable ($p_{value} = 0.15$ and $p_{value} = 0.34$ for $P(\beta)$ and $P(\alpha)$ respectively).
Figure S8: Average impact before and after the highest impact paper for careers of different length. The average impact \( \langle c_{10} \rangle \) of papers published before and after the highest impact paper, \( c^*_10 \) for high, middle and low impact scientists having at least (A) a 5-year long career, (B) a 10-year long career, (C) a 20-year long career (dataset analyzed in the manuscript). All plots document a lack of patterns before and after the highest impact paper.
Figure S9: *Average impact before and after the highest impact paper for careers starting in different decades.* The average impact $\langle c_{10} \rangle$ of papers published before and after the highest impact paper, $c^{*}_{10}$ for high, middle and low impact scientists starting their career, at least 10 years long, (A) between 1950 and 1959 (732 scientists), (B) between 1960 and 1969 (1,766 scientists), (C) between 1970 and 1979 (2,666 scientists), (D) between 1980 and 1989 (3,953 scientists). All plots document a lack of patterns before and after the highest impact paper.

Figure S10: *Average impact before and after the highest impact paper based on (A) rank and (B) time rescaled impact (see definitions in S1.6).*
Figure S11: **Average impact before and after the highest impact paper controlling for co-authorship effects.** (A) Dataset with scientists that are the sole author of their highest impact paper, (B) dataset where impact is assigned based on the author list order, (C) dataset where impact is assigned proportionally to the credit share, (D) dataset where impact is assigned based on maximum credit share. See S6 for details on the datasets.
S8.3 Random Impact Rule

Figure S12: **Timing of the highest impact paper vs time of all papers.** Distribution of the publication time $t^*$ of the highest impact paper during a scientist’s career compared to the probability $P(t)$ of publishing a paper of any impact at time $t$. Both distributions are computed considering all careers of the subset with sustained productivity, analyzed in the main text. The similarity between the two curves further confirms the random impact rule, indicating that the highest impact paper can be any of a scientist’s paper. The drop of $P(t^*)$ after 20 years is simply explained by the decreased probability of publishing, as a consequence of selecting scientists with a career of at least 20 years.

Figure S13: **Cumulative distribution $P(\geq N^*/N)$ for careers starting of different length.** Cumulative distribution $P(\geq N^*/N)$, where $N^*/N$ denotes the order $N^*$ of the highest impact paper in a scientist’s career, for scientists having at least (A) a 5-year long career, (B) a 10-year long career, (C) a 20-year long career (dataset analyzed in the manuscript). In all three cases the cumulative distribution of $N^*/N$ is a straight line with slope -1, indicating that $N^*$ has the same probability to occur anywhere in the sequence of papers published by a scientist.
Figure S14: **Timing of the highest impact paper.** Distribution of the publication time $t^*$ of the highest impact paper $c_{10}^*$ for scientists’ careers (black circles) and for the corresponding randomized impact careers (grey circles) for individuals having at least (A) a 5-year long career, (B) a 10-year long career, (C) a 20-year long career (dataset analyzed in the manuscript). While the specific shape of the distribution $P(t^*)$ is different for each subset, partially due to the constraint on the career length, the lack of differences between the curve corresponding to the data and the one corresponding to randomized careers confirms that the random impact rule holds regardless of the specific mechanisms shifting the peak of $P(t^*)$. 
Figure S15: **Cumulative distribution** $P(\geq N^*/N)$ **for careers starting in different decades.** Cumulative distribution $P(\geq N^*/N)$, where $N^*/N$ denotes the order $N^*$ of the highest impact paper in a scientist’s career, for scientists starting (A) between 1950 and 1959, (B) between 1960 and 1969, (C) between 1970 and 1979, (D) between 1980 and 1989. In all four cases the cumulative distribution of $N^*/N$ is a straight line with slope -1, indicating that $N^*$ has the same probability to occur anywhere in the sequence of papers published by a scientist.
Figure S16: Timing of the highest impact paper. Distribution of the publication time $t^*$ of the highest impact paper $c^*_{10}$ for scientists’ careers (black circles) and for the corresponding randomized impact careers (grey circles) for individuals starting at least 10 years long career, (A) between 1950 and 1959, (B) between 1960 and 1969, (C) between 1970 and 1979, (D) between 1980 and 1989. While the specific shape of the distribution $P(t^*)$ changes over decades, the lack of differences between the curve corresponding to the data and the one corresponding to randomized careers confirms that the random impact rule holds regardless of the specific mechanisms shifting the peak of $P(t^*)$. 
Figure S17: Randomness of the $c_{10}$ for scientists that are the sole author of their highest impact paper. For the subset of scientists who are the single author of their highest impact paper we repeat the following measurements: (A) Cumulative distribution $P \left( N^*/N \right)$, where $N^*/N$ denotes the order $N^*$ of the highest impact paper in a scientist’s career (Fig. 2E in the main text)). (B) Distribution of the publication time $t^*$ of the highest impact paper $c_{10}$ for scientists’ careers (black circles) and for randomized impact careers (grey circles). The measurements show that the random impact rule is not an artifact induced by paper coauthorship.
Figure S18: Longevity and timing of the highest impact paper for all APS authors and authors with sustained productivity. (A) Distribution of longevity $T$, i.e. time between a scientist’s first and last publication, and (B) distribution of the publication time $t^*$ of the highest impact paper in a scientist’s career, for the full APS dataset, containing all individuals that have authored at least one paper in one of the APS journals (red squares) and for the authors with sustained productivity, studied in the main text (black circles). The authors with sustained productivity are those who (i) have authored at least one paper every 5 years, (ii) have published at least 10 papers, (iii) their publication career spans at least 20 years, as described in section S1.3. When considering all authors, the timing of the highest impact paper peaks very early in the career, a simple consequence of the short longevity of most authors, that publish only one or a few papers before leaving science.

Figure S19: Timing of the highest impact paper for all APS authors. Distribution of the publication time $t^*$ of the highest impact paper for scientists’ careers (red squares) and for randomized impact careers (grey squares). The lack of differences between the two curves further confirms the random impact rule also for authors that do not have sustained productivity and/or high longevity.
Figure S20: **Empirical observations for rank-based impact.** We associate each paper with an impact $r$ based on its $c_{10}$-rank among all the papers published in the same 1-year window. A paper with $r = 100$ has the highest $c_{10}$ in the 1-year window, while a paper with, say, $r = 60$ is ranked at the top 40% for $c_{10}$ in the corresponding 1-year window. For our subset of scientists, we find that the top 27% scientist has the highest rank paper in the top 1% ($r^* \geq 99$, considered as high impact), the middle 58% (middle impact) has the highest rank paper between the top 1% and the top 10% ($90 < r^* < 99$, middle impact), while the remaining 15% of scientists has the highest rank paper in the bottom 90% ($r^* \leq 90$, low impact). Even the scientist at the bottom of the ranking for highest rank papers has $r^* = 49.7$, meaning that his/her highest achievement is median among all papers in a 1-year window. **(A)** Cumulative distribution $P(\geq N^*/N)$, where $N^*/N$ denotes the order $N^*$ of the highest rank paper in a scientist’s career, varying between $1/N$ and 1. **(B)** Distribution of the publication time $t^*$ of the highest impact paper $r^*$ for scientists’ careers (black circles) and for randomized impact careers (grey circles).

Figure S21: **Empirical observations for rank-based impact.** Same as in Fig. S20, where we consider a 5-year window instead. **(A)** Cumulative distribution $P(\geq N^*/N)$, where $N^*/N$ denotes the order $N^*$ of the highest rank paper in a scientist’s career, varying between $1/N$ and 1. **(B)** Distribution of the publication time $t^*$ of the highest impact paper $r^*$ for scientists’ careers (black circles) and for randomized impact careers (grey circles).
Figure S22: **Timing of the highest impact paper in the six different disciplines of the WoS dataset.** Distribution of the publication time $t^*$ of the highest impact paper for scientists’ careers (black circles) and for randomised impact careers (grey circles) for six different disciplines. The lack of differences between the two curves in each panel indicates that impact is random within a scientist’s sequence of publication for diverse disciplines.
Figure S23: Timing of the highest impact paper in the six different disciplines of the WoS dataset. Distribution of the publication time $t^*$ of the highest impact paper for scientists’ careers (black circles) and for randomised impact careers (grey circles) for six different disciplines. The lack of differences between the two curves in each panel indicates that impact is random within a scientist’s sequence of publication for diverse disciplines.
Figure S24: **Control on $N$ for the cumulative distribution $P(\geq N^*/N)$.** Cumulative distribution $P(\geq N^*/N)$, where $N^*/N$ denotes the order $N^*$ of the highest impact paper in a scientist’s career, varying between $1/N$ and 1. The cumulative distribution of $N^*/N$ is a straight line with slope $-1$, indicating that $N^*$ has the same probability to occur anywhere in the sequence of papers published by a scientist. In each plot, we consider only scientists with similar productivity $N$, as indicated on the legend on top. No blue triangles are displayed on the right panel as there are not enough low impact scientists with productivity $80 \leq N \leq 100$ to calculate a distribution.

Figure S25: **Impact autocorrelation function in the APS dataset.** We measure the impact autocorrelation function, as described in S3.4, for the APS data. The small values of the autocorrelation ($< 0.05$ for all lags) further support the random impact rule.
Figure S26: Impact autocorrelation function in the WoS dataset. We measure the impact autocorrelation function, as described in S3.4, for the WoS dataset. The small values of the autocorrelation (< 0.05 for all lags) further support the random impact rule.
S8.4 Impact distribution

Figure S27: Lognormal and power-law model for the impact distribution $P(c_{10})$. We report the cumulative distribution for the empirical data (black line), a lognormal with $\mu = 1.93$ and $\sigma = 1.05$ (red line), and a power-law with exponent $\gamma = 3.13$ and lower bound $c_{10}^{\text{min}} = 49$ (cyan line). The parameters of the lognormal and power-law distribution are estimated by maximizing the likelihood. By using the p-value obtained through a Kolmogorov-Smirnov test we rule out the power-law model in favor of the lognormal model.
S8.5 Goodness of the $Q$-model and stability of the $Q$-parameter

Figure S28: Approximated vs exact $Q$-parameter. Each point of the scatter plot corresponds to a scientist, $Q_{i}^{\text{exact}}$ being the $Q$-parameter estimated with Eq. (S28), while $Q_{i}^{\text{approx}}$ is estimated with Eq. S30. The Pearson correlation coefficient between the two values, $\rho = 0.99$, indicates the almost perfect agreement between the two quantities.
Figure S29: Goodness of the Q-model to fit the data. We assess the goodness of the Q-model through the predictions of the scaling of $\langle c_{10}^* \rangle$ (A) with productivity $N$ and (B) with the average impact excluding the highest impact paper $\langle c_{10}^{*10} \rangle$. (C) Distribution of coefficient of discrimination $R^2_{\text{scatt}}$ between the synthetic scattered data and the Q-model prediction of $\langle c_{10}^* \rangle (N)$. The coefficient of discrimination between the original scattered data $R^2_{\text{scatt}}$ and the Q-model falls within the distribution ($p_{\text{value}} = 0.23$). (D) Same as in (C) but for the prediction $\langle c_{10}^* \rangle \left( \langle c_{10}^{*10} \rangle \right)$. (E) Distribution of residuals of the scattered data from the Q-model prediction $\langle c_{10}^* \rangle (N)$. The red area corresponds to the residuals of the data from the prediction, while the blue area corresponds to the residuals of synthetic data. A Mann-Whitney U test rejects the hypothesis that the two sets of residuals belong to the same distribution. However, the Kullback-Leibler distance between the two distributions (2.1% of the maximum distance possible) indicates that very little information is lost when the original data are approximated by the synthetic data (90). (F) Same as in (E) but for the prediction $\langle c_{10}^* \rangle \left( \langle c_{10}^{*10} \rangle \right)$. In this case, the Kullback-Leibler distance between the two distributions is 1.9% of the maximum distance possible.
Figure S30: **Prediction of the Q-model for $\log c_{10}^*$ vs $\langle \log c_{10}^- \rangle$**. Each grey point in the scatter plot corresponds to a scientist, where $\langle \log c_{10}^- \rangle$ is the average logarithm of his/her paper impact, excluding the most cited paper $c_{10}^*$. We report in red the analytical prediction of the Q-model.
Figure S31: **Accuracy and stability of the $Q$-parameter.** (A) Time variation of the $Q$-parameter during careers. For scientists with at least 100 papers and $Q \approx 1.2$, $Q \approx 3.8$, $Q \approx 6.5$ and $Q \approx 9.5$, we report the $Q$-parameter measured in a moving window of $\Delta N = 30$ papers, $Q(\Delta N)$. The fluctuations are mainly due to finite number of papers in the moving window, their magnitude being comparable to the synthetic careers generated with a constant $Q$ parameter. Despite the fluctuations, the $Q$ parameter of scientists in different tiers does not overlap. (B) The accuracy on the measurement of the $Q$-parameter depends on the number of papers available for each scientist. The intrinsic stochastic fluctuations in the estimation of the $Q$-parameter, $\Delta Q$ are predicted by the Fisher Information ($9I$). Here we show the prediction for the APS data. (C) In the data, the accuracy on $Q$ is measured by the relative error $\frac{\Delta Q}{Q} = \frac{Q(N) - Q(\Delta N)}{Q}$, where $Q(N)$ is the $Q$-parameter estimated with the first $N$ paper published by the scientist, while $Q$ is the value estimated for the entire career. At the early stage of a career, when a scientist has published only a limited number of papers $N$, the error in the measurement of $Q$ is higher, and decreases with $N$. (D) Fluctuations of the $Q$-parameter. For each scientist, we study the standard deviation $\sigma$ of $\frac{Q(\Delta N)}{Q}$, in both data and synthetic careers with constant $Q (\Delta N = 5)$. For 74.7% of the scientists, the fluctuations are comparable to those of the model. For the remaining 25.3%, the standard deviation is slightly higher than the one predicted by the model. (E) Comparison between early and late $Q$-parameter. We compare the $Q$ parameter at early ($Q_{\text{early}}$) and late ($Q_{\text{late}}$) career stage of 823 scientists with at least 50 papers. We measured the two values of the parameters using only the first and second half of published papers, respectively. We perform these measurements on the real-data (circles) and on randomized careers, where the order of papers is shuffled (grey shaded areas). For the large majority of careers, 95.1%, the changes in early and stages careers fall within the fluctuations predicted by the null model with randomized paper order, indicating that the $Q$-parameter is stable throughout a career. The observed fluctuations are explained by the finite number of papers in a scientist’s career.
Figure S32: Relative error on the $Q$-parameter as a function of the number of papers $N$. The accuracy in the measurement of the $Q$-parameter depends on the number of data points, that is the number of papers, available for each scientist. At the early stage of a career, when a scientist has published only a limited number of papers, the error in the measurement of $Q$ is higher. Here we show the accuracy on $Q$, measured by the relative error $\frac{Q(N) - \bar{Q}}{\bar{Q}}$, where $Q(N)$ is the $Q$-parameter estimated with the first $N$ paper published by the scientist, while $\bar{Q}$ is the value estimated for the entire career.
S8.6 Predictive power of the $Q$-parameter

Figure S33: Relation between impact indicators and the $Q$-model. (A) Comparison between the $h$-index variants $h_{c10}$ and $h_{c\infty}$. For each scientist, we measure $h_{c10}$, that is the $h$-index based on the citations a paper has after 10 years, and $h_{c\infty}$, that is the $h$-index based on all the citations ever received by a paper. The large majority of papers gathers most of their citations within two or three years after publication (6, 45), yielding $c_{10} \approx c_{\infty}$, meaning that most papers contribute in the same way to the calculation of the two variants of the $h$-index, $h_{c10}$ and $h_{c\infty}$. However, a small fraction of papers continues to be consistently cited even after 10 years from publication, causing $h_{c10} < h_{c\infty}$. Being the correlation between the two $h$-index variants very high (0.98), the differences between $h_{c10}$ and $h_{c\infty}$ can be easily corrected. (B) Eq. (S38) allows to predict $h_{c10}$ of each scientist, based on her $Q$-parameter and productivity $N$, in excellent agreement with the data (correlation $\rho = 0.98$). (C) Observed vs predicted growth of the $h$-index for scientists with different $Q$. The plot documents the agreement between the analytically predicted $h$-index (Eq. S38, continous line) and the observed value $\langle h_{c10} (N) \rangle$, obtained by averaging the $h$-index for scientists with the same $Q$ (circles). For large $N$, the $h$-index scales as $N^\gamma$, with $\gamma$ depending on $Q$, with high $Q$ having a slightly faster scaling (inset). This scaling behavior shows that for scientists with same $Q$ parameter, the $h$-index is a proxy of productivity $N$. (D) Comparison between $C_{tot,c10}$ and $C_{tot,c\infty}$. For each scientist, we measure $C_{tot,c10}$, the sum of all the citations his/her papers gather after 10 years, and $C_{tot,c\infty}$, considering all the citations ever received by a scientist’s papers. As for the the two variants of the $h$-index in (B), we can have that $C_{tot,c10} < C_{tot,c\infty}$, since for a small fraction of papers $c_{10} < c_{\infty}$. However, the high correlation ($r_h = 0.94$) indicates that the differences between $C_{tot,c10}$ and $C_{tot,c\infty}$ can be easily corrected. (E) Eq. (S39) allows to predict $C_{tot,c\infty}$ for each scientist, based on her $Q$-parameter and productivity $N$, which is in excellent agreement with the data (correlation $\rho = 0.97$). (F) Observed vs predicted growth of the total number of citations, $C_{tot,c10}$ ($N$) for scientists with different $Q$. The plot documents the agreement between the analytically predicted $C_{tot,c10}$ (Eq. S39, continous line) and the observed value $\langle C_{tot,c10} (N) \rangle$, obtained by averaging the total number of citations for scientists with the same $Q$ (circles). The total number of citation grows linearly with $N$. For scientists with the same productivity $N$, the different total number of citations is explained by different values of the $Q$ parameter.
Figure S34: **Q-model prediction of impact indicator dynamic.** (A) The growth of the $h$-index for five scientists with at least 140 papers and different $Q$ as a function of the productivity $N$ (blue circles), compared it with the prediction of Eq. (S38) (red line). The first and fourth panel are the same as in Fig. 4E. (B) For the five scientists shown in (A), we measure the cumulative number of citations $C_{tot}(N)$ as a function of $N$ and compare it with the prediction of Eq. (S39).
Figure S35: Prediction of the $h$-index using early career information. For 4 scientists with 200 papers in their career, we measure $h(c_{10})$, that is the $h$-index based on the citations papers gather after 10 years. We measure also the $Q$- parameter using only the first 20 (top) and 50 (bottom) papers published (grey area) and use this value in Eqs. (S44)-(S45)) to determine $h_{c_{10}}$. For scientists 1-3 the prediction based on 20 papers encloses the entire observed $h$-index evolution. For scientist 4, a more accurate prediction of the $Q$ parameter, based on 50 papers, is necessary to have the observed data falling within the prediction envelope. We also report in the panels on the right the distribution of the $z$-score of the observed $h$-index vs the predicted at $N = 40$ (top) and $N = 70$ (bottom). The distribution $P (z)$ indicate that for most of the scientists (74% for $N_0 = 20$ and $N = 40$, and 81% for $N_0 = 50$ and $N = 70)$ $z \leq 2$, that is the observed data falls within the uncertainty envelop of the prediction. The close agreement between observed and prediction $h(N)$ shows that the $Q$-parameter can be estimated early in a scientist’s career and can be used for accurate predictions of future impact.
S8.7 Robustness of the core results for different dataset selections

Figure S36: Randomness of the highest impact paper and $Q$-model predictions for the dataset with no review papers. We consider the 2,887 careers studied in the main article, and remove all the review papers published in Review of Modern Physics and repeat the following measurements: (A) Cumulative distribution $P(\geq N^*/N)$, where $N^*/N$ denotes the order $N^*$ of the highest impact paper in a scientist’s career. The cumulative distribution of $N^*/N$ is a straight line with slope $-1$, indicating that $N^*$ has the same probability to occur anywhere in the sequence of papers published by a scientist; (B) Distribution of the publication time $t^*$ of the highest impact paper $c_{10}^*$ for scientists’ careers (black circles) and for randomized impact careers (grey circles). (C) Citations of the highest impact paper, $c_{10}^*$, vs the number of publications $N$ during a scientist’s career. The circles are the logarithmic binning of the scattered data, the cyan curve represents the prediction of the $R$-model, assuming that the impact of each paper is extracted randomly from the distribution $P(c_{10})$ and the red curve corresponds to the analytical prediction of the $Q$-model; (D) $\log c_{10}^*$ vs $\langle \log c_{10}^* \rangle$, where $\langle \log c_{10}^* \rangle$ is the average logarithm of the impact of a scientist’s papers excluding the highest impact work $c_{10}^*$. We report in cyan the $R$-model prediction and in red the analytical prediction of the $Q$-model. All the measurements show that our findings remain unchanged when removing the review papers, indicating that our results are not sensitive to the different impact distribution of review papers.
Figure S37: Randomness of the highest impact paper and Q-model predictions using the time rescaled impact \( \tilde{c}_{10} \). We use the rescaled impact \( \tilde{c}_{10} \) defined in Eq. (S1) and repeat the following measurements: (A) Cumulative distribution \( P(\geq N^*/N) \), where \( N^*/N \) denotes the order \( N^* \) of the highest impact paper in a scientist’s career. The cumulative distribution of \( N^*/N \) is a straight line with slope -1, indicating that \( N^* \) has the same probability to occur anywhere in the sequence of papers published by a scientist; (B) Distribution of the publication time \( t^* \) of the highest impact paper \( \tilde{c}_{10} \) for scientists’ careers (black circles) and for randomized impact careers (grey circles). (C) Citations of the highest rescaled impact paper, \( \tilde{c}_{10} \), vs the number of publications \( N \) during a scientist’s career. The circles are the logarithmic binning of the scattered data, the cyan curve represents the prediction of the R-model, assuming that the impact of each paper is extracted randomly from the distribution \( P(c_{10}) \) and the red curve corresponds to the analytical prediction Eq. (S35) of the Q-model; (D) \( \log c_{10} \) vs \( < \log(\tilde{c}_{10}) > \), where \( < \log(\tilde{c}_{10}) > \) is the average logarithm of the impact of a scientist’s papers excluding the highest impact work \( c_{10} \). We report in cyan the R-model prediction and in red the analytical prediction Eq. (S35) of the Q-model. All the measurements show that our findings remain unchanged when using the time rescaled impact \( \tilde{c}_{10} \), indicating that they are robust to the changes of the average number of citations per paper over time.
Figure S38: Randomness of the highest impact paper and Q-model predictions using the PRB dataset. We use the dataset described in S38 and repeat for the scientists studied in the main text the following measurements: (A) Cumulative distribution $P(\geq N^*/N)$, where $N^*/N$ denotes the order $N^*$ of the highest impact paper in a scientist’s career. The cumulative distribution of $N^*/N$ is a straight line with slope $-1$, indicating that $N^*$ has the same probability to occur anywhere in the sequence of papers published by a scientist; (B) Distribution of the publication time $t^*$ of the highest impact paper $c_{10}^*$ for scientists’ careers (black circles) and for randomized impact careers (grey circles). (C) Citations of the highest rescaled impact paper, $c_{10}^*$, vs the number of publications $N$ during a scientist’s career. The circles are the logarithmic binning of the scattered data, the cyan curve represents the prediction of the $R$-model, assuming that the impact of each paper is extracted randomly from the distribution $P(c_{10})$ and the red curve corresponds to the analytical prediction Eq. (S35) of the $Q$-model; (D) $\log(c_{10}^*)$ vs $\langle \log(c_{10}^-) \rangle$, where $\langle \log(c_{10}^-) \rangle$ is the average logarithm of the impact of a scientist’s papers excluding the highest impact work $c_{10}^*$. We report in cyan the $R$-model prediction and in red the analytical prediction Eq. (S35) of the $Q$-model. All the measurements show that our findings remain unchanged when considering only publications in one area of physics.
Figure S39: Randomness of the highest impact paper and Q-model predictions using data from WoS for the APS journal. We use the dataset described in S1.5 and repeat for the scientists studied in the main text the following measurements: (A) Cumulative distribution $P(\geq N^*/N)$, where $N^*/N$ denotes the order $N^*$ of the highest impact paper in a scientist’s career. (B) Distribution of the publication time $t^*$ of the highest impact paper $c_{10}^*$ for scientists’ careers (black circles) and for randomized impact careers (grey circles). (C) Citations of the highest rescaled impact paper, $c_{10}^*$, vs the number of publications $N$ during a scientist’s career. The circles are the logarithmic binning of the scattered data, the cyan curve represents the prediction of the $R$-model, assuming that the impact of each paper is extracted randomly from the distribution $P(c_{10})$ and the red curve corresponds to the analytical prediction Eq. (S35) of the Q-model; (D) $\log c_{10}^*$ vs $\langle \log c_{10}^* \rangle$, where $\langle \log c_{10}^* \rangle$ is the average logarithm of the impact of a scientist’s papers excluding the highest impact work $c_{10}^*$. We report in cyan the $R$-model prediction and in red the analytical prediction Eq. (S35) of the $Q$-model. All the measurements show that our findings remain unchanged when considering APS publications in WoS.
S8.8 Robustness of the core results when controlling for coauthorship effects

Figure S40: Empirical observations for impact assigned based on the author list order. Each paper $\alpha$ in a scientist $i$’s career is associated with an impact $c_{10,\alpha}^{\text{ord}} = c_{10,\alpha} q_{i,\alpha}^\alpha$, that is a fraction $q_{i,\alpha}^\alpha$ of citations accumulated by $\alpha$ in 10 years, $c_{10,ip}$. The fraction $q_{i,\alpha}^\alpha$ is computed based on author $i$’s rank in the authorlist of $\alpha$ (36). (A) Cumulative distribution $P(\geq N^*/N)$, where $N^*/N$ denotes the order $N^*$ of the highest impact paper in a scientist’s career, varying between $1/N$ and 1. The cumulative distribution of $N^*/N$ is a straight line with slope -1, indicating that $N^*$ has the same probability to occur anywhere in the sequence of papers published by a scientist. (B) Distribution of the publication time $t^*$ of the highest impact paper $c_{10}^{\text{ord},*}$ for scientists’ careers (black circles) and for randomized impact careers (grey circles). The lack of differences between the two curves confirms the random impact rule. (C) Citations of the highest impact paper, $c_{10}^{\text{ord},*}$, vs the number of publications $N$ during a scientist’s career. The circles are the logarithmic binning of the scattered data, the cyan curve represents the prediction of the $R$-model, assuming that the impact of each paper is extracted randomly from the distribution $P(c_{10})$ and the red curve corresponds to the analytical prediction of the $Q$-model with corrected parameters $\mu = (0.80, 0.5, 3.4)$ and $\Sigma = \begin{pmatrix} 0.91 & 0 & 0 \\ 0 & 0.12 & 0.18 \\ 0 & 0.18 & 0.33 \end{pmatrix}$. (D) $\log c_{10}^{\text{ord},*}$ vs $\langle \log c_{10}^{\text{ord},*} \rangle$, where $\langle \log c_{10}^{\text{ord},*} \rangle$ is the average logarithm of the order based impact of a scientist’s papers excluding the highest impact work $c_{10}^{\text{ord},*}$. We report the $R$-model prediction (cyan curve) and the $Q$-model analytical prediction with the parameters reported in (C) (red curve).
Figure S41: **Illustrating the credit allocation process.** (A) The target paper \( p_0 \) has two authors, \( a_1 \) and \( a_2 \), colored in red and green respectively. We also show the citing papers \( d_k \) (\( 1 \leq k \leq 5 \)) and the co-cited papers \( p_j \) (\( 0 \leq j \leq 4 \)) that were cited by these citing papers together with \( p_0 \). (B) The \( p_0 \)-centric co-citation network constructed from (A), where the weights of links denote the co-citation strength \( s \) between the co-cited papers and the target paper \( p_0 \). (C) The author lists of the target paper \( p_0 \) and its co-cited papers. (D) The credit allocation matrix \( A \) obtained from the author lists of the co-cited papers in (C). The matrix \( A \) provides for each co-cited paper the authors’ share. For example, since \( p_2 \) has \( a_1 \) as one of its two authors but it lacks the author \( a_2 \), it votes 0.5 for author \( a_1 \) and 0.0 for author \( a_2 \). (E) With the matrix \( A \) and co-citation strength \( s \), the credit share of the two authors of \( p_0 \) is computed according to Eq. (S46) with a normalization. Reprinted figure with permission of the authors from (22).
Figure S42: Empirical observations for impact assigned proportionally to the credit share.

Each paper $\alpha$ in a scientist $i$’s career, is associated with an impact $c_{10,ia}^{share} = c_{10,ia}k_\alpha^i$, that is a fraction $k_\alpha^i$ of $c_{10,ia}$, that is citations 10 years after the publication of $\alpha$. $k_\alpha^i$ is calculated according to Eq. S46 and then normalized. (A) Cumulative distribution $P(\geq N^*/N)$, where $N^*/N$ denotes the order $N^*$ of the highest impact paper in a scientist’s career, varying between $1/N$ and 1. The cumulative distribution of $N^*/N$ is a straight line with slope -1, indicating that $N^*$ has the same probability to occur anywhere in the sequence of papers published by a scientist. (B) Distribution of the publication time $t^*$ of the highest impact paper $c_{10,share,*}$ for scientists’ careers (black circles) and for randomized impact careers (grey circles). The lack of differences between the two curves confirms the random impact rule. (C) citations of the highest rescaled impact paper, $c_{10,share,*}$, vs the number of publications $N$ during a scientist’s career. The circles are the logarithmic binning of the scattered data, the cyan curve represents the prediction of the $R$-model, assuming that the impact of each paper is extracted randomly from the distribution $P(c_{10})$ and the red curve corresponds to the analytical prediction of the $Q$-model with parameters $\mu = (0.73, 0.4, 3.4)$ and $\Sigma = \begin{pmatrix} 0.93 & 0 & 0 \\ 0 & 0.15 & 0.14 \\ 0 & 0.14 & 0.32 \end{pmatrix}$. Note that $\sigma_{Q,N}$ is larger than in the original dataset and of the same order as $\sigma^2_Q$ (D) $\log c_{10,share,*}$ vs $\langle \log c_{10,share,*} \rangle$, where $\langle \log c_{10,share,*} \rangle$ is the average logarithm of the impact of a scientist’s papers excluding the highest impact work $c_{10}^*$. We report the $R$-model prediction (cyan) and the $Q$-model analytical prediction with the parameters reported in (E) (red).
Figure S43: Empirical observations for impact based on maximum credit share. Each paper \( \alpha \) in a scientist \( i \)'s career, is associated with an impact \( c_{10,\alpha}^{\text{max}} \) which is equal to the original impact \( c_{10,\alpha} \) if \( i \) has the maximum credit share \( k_{\alpha}^{i} \) among all the authors of \( \alpha \), otherwise \( c_{10,\alpha}^{\text{max}} = 0 \). If two or more authors have the same maximum credit share, they all get for \( \alpha \) the original impact \( c_{10,\alpha} \).

(A) Cumulative distribution \( P(\geq N^*/N) \), where \( N^*/N \) denotes the order \( N^* \) of the highest impact paper in a scientist's career, varying between \( 1/N \) and 1. The cumulative distribution of \( N^*/N \) is a straight line with slope -1, indicating that \( N^* \) has the same probability to occur anywhere in the sequence of papers published by a scientist. (B) Distribution of the publication time \( t^* \) of the highest impact paper \( c_{10,\alpha}^{\text{max},*} \) for scientists' careers (black circles) and for randomized impact careers (grey circles). The lack of differences between the two curves confirms the random impact rule. (C) Citations of the highest impact paper, \( c_{10,\alpha}^{\text{max},*} \), vs the number of publications \( N \) during a scientist’s career. The circles are the logarithmic binning of the scattered data, the cyan curve represents the prediction of the \( R \)-model, assuming that the impact of each paper is extracted randomly from the distribution \( P(c_{10}) \) and the red curve corresponds to the analytical prediction of the \( Q \)-model with parameters \( \mu = (0.73, 0.15, 3.4) \) and \( \Sigma = \begin{pmatrix} 0.93 & 0 & 0 \\ 0 & 0.15 & 0.09 \\ 0 & 0.09 & 0.32 \end{pmatrix} \). (D) \( \log(c_{10}^{\text{max}}) \) vs \( \langle \log(c_{10}^{\text{max},*}) \rangle \), where \( \langle \log(c_{10}^{\text{max},*}) \rangle \) is the average logarithm of the impact of a scientist’s papers excluding the highest impact work \( c_{10}^{\text{max}} \). We report the \( R \)-model prediction (cyan curve) and the \( Q \)-model analytical prediction with the parameters reported in (E) (red curve).
Figure S44: *Q*-parameter variations induced by coauthors. (A) Distribution of the *Q*-parameter variation $P(\log \frac{\tilde{Q}_{i,j}}{\tilde{Q}_{i}})$ for scientists with the same *Q* parameter. For each scientist *i*, we calculate the ratio $\log \frac{\tilde{Q}_{i,j}}{\tilde{Q}_{i}}$, where $\tilde{Q}_{i,j}$ is computed using the scientist’s subset of publications lacking all papers written by co-author *j*, while $\tilde{Q}_{i}$ is calculated based on the entire body of publications of *i*. Notice that $\log \frac{\tilde{Q}_{i,j}}{\tilde{Q}_{i}} = 0$ indicates no change in *Q*, while for $\log \frac{\tilde{Q}_{i,j}}{\tilde{Q}_{i}} > 0$ the parameter increases and for $\log \frac{\tilde{Q}_{i,j}}{\tilde{Q}_{i}} < 0$ the parameter decreases as a result of removing publications written with coauthor *j*. Each distribution is computed for scientists with similar *Q*, reported in the legend. For all *Q*, the distribution is symmetric and peaked at zero, indicating that there are no systematic changes in the computation of the *Q* when we remove individual co-authors. (B) Same as in (A) but on a lin-log plot.
S8.9 Prediction of independent recognitions

Figure S45: Recall and precision for the rankings of Nobel laureates. (A) The recall, defined in section S7, for the rankings of Nobel laureates based on $Q$, $c_{10}$, $h$-index, $N$, and $C_{tot}$ (ROC-plot shown in Fig. MS-fig3D of the main text). The plot indicates that the $Q$ parameter has the best recall over all other rankings for all rank thresholds. (B) The precision, defined in section S7, for the rankings of Nobel laureates based on $Q$, $c_{10}$, $h$-index, $N$, and $C_{tot}$. The $Q$-parameter has the best precision for all rank thresholds.
Figure S46: **ROC-plot for Dirac and Boltzmann medalists.** ROC-plot capturing the ranking of scientists based on $Q$, $h$-index, $c_{10}^*$, $N$, and $C_{tot}$. Each curve represents the fraction of Dirac and Boltzmann medalists vs the fraction of other scientists for different rank thresholds. Similarly to the case of Nobel Laureates, the ranking based on $Q$ has the best accuracy, equal to 0.98. The accuracy for all rankings are reported in the legend.

Figure S47: **Recall and precision for the rankings of Dirac and Boltzmann medalists.** (A) The recall, defined in section S7, based on $Q$, $c_{10}^*$, $h$-index, $N$, and $C_{tot}$ (ROC-plot in Fig.S46). The $Q$-parameter has a low recall up to the rank threshold of 10, after which it increases steeply up to having the best value after a rank threshold of 120. (B) The precision, defined in section S7, based on $Q$, $c_{10}^*$, $h$-index, $N$, and $C_{tot}$. The $Q$-parameter has slightly lower precision in respect to other rankings for values of the rank threshold up to $\sim 300$. After this threshold, $Q$ yields the best precision.
Figure S48: **ROC plots based on early estimation of the Q-parameter.** ROC-plot capturing the ranking of scientists based on $Q$, $C_{\text{tot}}$, $h$-index, $c^{*}_{10}$, and $N$ estimated in the first 6 (left), 10 (center) and 15 (right) years of career. Each curve represents the fraction of Nobel laureates vs the fraction of other scientists for a given rank threshold. The diagonal (no-discrimination line) corresponds to random ranking; the area under each curve provides our accuracy to rank high Nobel laureates. The rankings accuracy is reported in the legend, 1 being the maximum. At each career stage the $Q$-parameter is the best predictor of becoming a Nobel Laureate.
S8.10 Early impact vs productivity

Figure S49: Average early impact vs career longevity. We measure the average impact $\langle c_{10} \rangle$ for the first 10 papers published by a scientist (hence not considering scientists with less than 10 papers) as a function of the career longevity, quantified by the total number of papers published $N$, and compared it with that of randomized careers. We find that there average early impact has a small effect on the overall career longevity. Indeed doubling productivity from 30 to 60 papers is associated to an increase of 3 citations for $\langle c_{10} \rangle$. This indicates that there is a effect, although not pronounced, between early impact and probability to stay long in the scientific enterprise.
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